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It gives me great pleasure to write the foreword to Dr. Nazrul Islam’s book entitled “Tensors and Their
Applications. I know the author as a research scholar who has worked with me for several years. This
book is a humble step of efforts made by him to prove him to be a dedicated and striving teacher who
has worked relentlessly in this field.

This book fills the gap as methodology has been explained in a simple manner to enable students
to understand easily. This book will prove to be a complete book for the students in this field.

Ram Nivas
Professor,

Department of Mathematics and Astronomy,
Lucknow University,
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‘Tensors’ were introduced by Professor Gregorio Ricci of University of Padua (Italy) in 1887
primarily as extension of vectors. A quantity having magnitude only is called Scalar and a quantity with
magnitude and direction both, called Vector. But certain quantities are associated with two or more
directions, such a quantity is called Tensor. The stress at a point of an elastic solid is an example of a
Tensor which depends on two directions one normal to the area and other that of the force on it.

Tensors have their applications to Riemannian Geometry, Mechanics, Elasticity, Theory of Relativity,
Electromagnetic Theory and many other disciplines of Science and Engineering.

This book has been presented in such a clear and easy way that the students will have no difficulty
in understanding it. The definitions, proofs of theorems, notes have been given in details.

The subject is taught at graduate/postgraduate level in almost all universities.
In the end, I wish to thank the publisher and the printer for their full co-operation in bringing out

the book in the present nice form.
Suggestions for further improvement of the book will be gratefully acknowledged.

Dr. Nazrul Islam
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1.1 n-DIMENSIONAL SPACE

In three dimensional rectangular space, the coordinates of a point are (x, y, z). It is convenient to write
(x1, x2, x3) for (x, y, z). The coordinates of a point in four dimensional space are given by (x1, x2, x3, x4).
In general, the coordinates of a point in n-dimensional space are given by (x1, x2, x3,...., xn) such n-
dimensional space  is denoted by Vn.

1.2 SUPERSCRIPT AND SUBSCRIPT
In the symbol ij

klA , the indices i, j written in the upper position are called superscripts and k, l written
in the lower position are called subscripts.

1.3 THE EINSTEIN'S SUMMATION CONVENTION

Consider the sum of the series n
n xaxaxaS +++= ...2

2
1

1 = .
1

i
i

n

i
xa

=
Σ  By using summation convention,

drop the sigma sign and write convention as

i
i

n

i
xa

1=
Σ = i

i xa

This convention is called Einstein’s Summation Convention and stated as
“If a suffix occurs twice in a term, once in the lower position and once in the upper position then

that suffix implies sum over defined range.”
If the range is not given, then assume that the range is from 1 to n.

1.4 DUMMY INDEX

Any index which is repeated in a given term is called a dummy index or dummy suffix. This is also called
Umbral or Dextral Index.

e.g. Consider the expression ai x
i where i is dummy index; then

ai x
i = n

n xaxaxa +⋅⋅⋅++ 2
2

1
1

PRELIMINARIES

CHAPTER – 1



2 Tensors and Their Applications

and a jx
j = n

nxaxaxa +⋅⋅⋅++ 2
2

1
1

These two equations prove that
a ix

i = a j x
j

So, any dummy index can be replaced by any other index ranging the same numbers.

1.5 FREE INDEX

Any index occurring only once in a given term is called a Free Index.

e.g. Consider the expression ij
i xa  where j is free index.

1.6 KRÖNECKER DELTA

The symbol i
jδ , called Krönecker Delta (a German mathematician Leopold Krönecker, 1823-91 A.D.)

is defined by

i
jδ = 





≠
=

ji

ji

if0

if1

Similarly δij and δij are defined as 

ijδ =  




≠
=

ji
ji

if0
if1

and ijδ = 




≠
=

ji

ji

if0

if1

Properties
1. If x1, x2, ... xn are independent coordinates, then

j

i

x

x

∂
∂

= 0 if i ≠ j

j

i

x

x

∂
∂

= 1 if i = j

This implies that

j

i

x

x

∂
∂

= i
jδ

It is also written as j

k

k

i

x

x

x

x

∂
∂

∂
∂

= i
jδ .

2. n
n

i
i δ+⋅⋅⋅+δ+δ+δ=δ 3

3
2
2

1
1 (by summation convention)

1111 +⋅⋅⋅+++=δ i
i

i
iδ = n

3. ikj
k

ij aa =δ

Since  jja 2
3 δ  = nnaaaa 2

33
2

332
2

321
2

31 δ+⋅⋅⋅+δ+δ+δ (as j is dummy index)
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=  a32 )1ä and0äää as( 2
22

3
2

1
2 ===⋅⋅⋅== n

In general,
j

k
ija δ  = n

k
ink

k
ik

k
i

k
i

k
i aaaaa δ+⋅⋅⋅+δ+⋅⋅⋅+δ+δ+δ 332211

j
k

ija δ = ika )1and0 sa( 21 =δ=δ=⋅⋅⋅=δ=δ k
k

n
kkk

4.
j
k

i
j δδ = i

kδ

j
k

i
j δδ = n

k
i
n

i
k

i
ik

i
k

i
k

i δδ+⋅⋅⋅+δδ+⋅⋅⋅+δδ+δδ+δδ 3
3

2
2

1
1

 = i
kδ )1and0äas( 321 =δ=δ=⋅⋅⋅=δ=δ= i

i
i
n

iii

EXAMPLE 1

Write dt
dφ

=
dt

dx

xdt
dx

xdt
dx

x

n

n∂
∂

+⋅⋅⋅+
∂
∂

+
∂
∂ φφφ 2

2

1

1  using summation convention.

Solution

dt
dφ

 = 
dt

dx

xdt
dx

xdt
dx

x

n

n∂
∂

+⋅⋅⋅+
∂
∂

+
∂
∂ φφφ 2

2

1

1

dt
dφ

 =
dt
dx

x

i

i∂
φ∂

EXAMPLE 2

Expand: (i) aij x
ixj; (ii) glm gmp

Solution

(i) ji
ij xxa = jn

nj
j

j
j

j xxaxxaxxa +⋅⋅⋅++ 2
2

1
1

= nn
nn xxaxxaxxa +⋅⋅⋅++ 22

22
11

11

ji
ij xxa = 222

22
21

11 )()()( n
nn xaxaxa +⋅⋅⋅++

(as i and j are dummy indices)

(ii) mplm gg = nplnplpl gggggg +⋅⋅⋅++ 2211 , as m is dummy index.

EXAMPLE 3
If aij are constant and aij = aji, calculate:

(i) )( jiij
k

xxa
x∂
∂

(ii) )( jiij
lk

xxa
xx ∂∂

∂

Solution

(i) )( jiij
k

xxa
x∂
∂

= )( ji
k

ij xx
x

a
∂
∂
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 = 
k

i
jij

k

j
iij x

x
xa

x

x
xa

∂
∂

+
∂

∂

= jk
k

j
ikjijjkiij x

x
xaxa δδδ =

∂

∂
+ as,

= jikijijkij xaxa )()( δ+δ

 =  aik xi + akj xj as aij δjk = aik

 = aik xi + aki xi as j is dummy index

kx

jiij xxa

∂

∂ )(
 = 2aik xi as given aik = aki

(ii)
k

jiij

x

xxa

∂

∂ )(
= 2aikxi

Differentiating it w.r.t. xl :

lk

jiij

xx

xxa

∂∂

∂ )(2

= 
l

i
ik x

x
a

∂
∂

2

= i
lika δ2

lk

jiij

xx

xxa

∂∂

∂ )(2

= 2alk as i
lika δ  = alk.

EXAMPLE 4
If aij x

i xj= 0
where aij are constant then show that

aij + aji = 0

Solution
Given

aijx
ixj= 0

⇒ almxlxm= 0 since i and j are dummy indices
Differentiating it w.r.t. xi partially,

)( ml
lm

i

xxa
x∂
∂

= 0

)( ml

i
lm xx

x
a

∂
∂

= 0

l

i

m

lm
m

i

l

lm x
x
x

ax
x
x

a
∂
∂

+
∂
∂

= 0

Since
i

l

x
x

∂
∂

= l
iδ and

m
i

i

m

x
x

δ=
∂
∂
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lm
ilm

ml
ilm xaxa δδ + = 0

l
li

m
im xaxa + = 0

as  im
l
ilm aa =δ  and .li

m
ilm aa =δ

Differentiating it w.r.t. xj partially

j

l

li
j

m

im x
x

a
x
x

a
∂
∂

+
∂
∂

= 0

l
jli

m
jim aa δ+δ = 0

aij + aji= 0 Proved.

EXERCISES

1. Write the following using the summation convention.

(i) (x1)2 + (x2)2 + (x3)2 + . . . + (xn)2

(ii) ds2 = g11 (dx1)2 + g22(dx2)2 + . . . + gnn(dxn)2

(iii) a1x1x3 + a2x2x3 + . . . + anxnx3

2. Expand the following:

(i) aijxj (ii) )( i
i

ag
x∂

∂
(iii) ik

i BA

3. Evaluate:

(i) i
j

jx δ   (ii) k
l

j
k

i
j δδδ   (iii) j

i
i
jδδ

4. Express b i j y i y j in the terms of x variables where yi = cij xj and bijcik = .i
kδ

ANSWERS

1. (i) xixj (ii) ds2 = gij dxidxj (iii) ai x i x 3 .
2. (i) ai1x1 + ai2x2 + ai3x3 + . . . + ainxn

(ii) )()()( 2
2

1
1

n
n

ag
x

ag
x

ag
x ∂

∂
+⋅⋅⋅+

∂

∂
+

∂

∂

(iii) nk
n

kk BABABA +++ ...2
2

1
1

3. (i) xi (ii) i
lδ (iii) n

4. Cij xi xj



2.1 INTRODUCTION

A scalar (density, pressure, temperature, etc.)  is a quantity whose specification (in any coordinate
system) requires just one number. On the other hand, a vector (displacement, acceleration, force, etc.)
is a quantity whose specification requires three numbers, namely its components with respect to some
basis. Scalers and vectors are both special cases of a more general object called a tensor of order
n whose specification in any coordinate system requires 3n numbers, called the components of tensor.
In fact, scalars are tensors of order zero with 3° = 1 component. Vectors are tensors of order one with
31 = 3 components.

2.2 TRANSFORMATION OF COORDINATES

In three dimensional rectangular space, the coordinates of a point are  (x,  y,  z) where x, y, z are real

numbers. It is convenient to write (x1, x2, x3) for ),,( zyx  or simply xi where i = 1, 2, 3. Similarly in
n- dimensional space, the coordinate of a point are n-independent variables (x1, x2,..., x n) in X-coordinate

system. Let ),...,,( 21 nxxx  be coordinate of the same point in Y-coordinate system.

Let nxxx ,,, 21 …  be independent single valued function of x1, x2,...., xn, so that,

1x = )....,,,( 211 nxxxx
2x = )....,,,( 212 nxxxx

3x = )....,,,( 213 nxxxx

M M
nx = )...,,,( 21 nn xxxx

or
ix = )...,,,( 21 ni xxxx ; i = 1, 2, …, n …(1)

TENSOR  ALGEBRA

CHAPTER – 2
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Solving these equations and expressing xi as functions of ,,...,, 21 nxxx  so that

ix  = );,...,,( 21 ni xxxx i = 1, 2, ..., n

The equations (1) and (2) are said to be a transformation of the coordinates from one coordinate
system to another

2.3 COVARIANT AND CONTRAVARIANT VECTORS (TENSOR OF RANK ONE)
Let (x1, x2, ..., xn) or xi be coordinates of a point in X-coordinate system and ),...,,( 21 nxxx   or ix  be
coordinates of the same point in the Y-coordinate system.

Let Ai, i  =  1, 2, ..., n (or A1, A2, ..., An) be n  functions of coordinates x1, x2, ..., xn

in X-coordinate system. If the quantities Ai are transformed to iA in Y-coordinate system then according
to the law of transformation

iA  = j
j

i

A
x
x

∂
∂

or jA  =  i

j

x

x

∂
∂

 iA

Then Ai are called components of contravariant vector.

Let ,iA  =i  1, 2,..., n (or A1, A2, …, An)  be n functions of the coordinates x1, x2, ..., xn

in X-coordinate system. If the quantities iA  are transformed to iA  in Y-coordinate system then
according to the law of transformation

iA  =  ji

j

A
x
x

∂
∂

or jA  =  ij

i

A
x

x

∂
∂

Then Ai are called components of covariant vector.
The contravariant (or covariant) vector is also called a contravariant (or covariant) tensor of rank

one.
Note: A superscript is always used to indicate contravariant component and a subscript is always used to indicate

covariant component.

EXAMPLE 1
If xi be the coordinate of a point in n-dimensional space show that dxi are component of a

contravariant vector.

Solution

Let  x1, x2, ..., xn or xi are coordinates in X-coordinate system and nxxx ,...,, 21  or  ix  are
coordinates in Y-coordinate system.
If

ix = ),...,,( 21 ni xxxx

ixd = n
n

iii

dx
x

x
dx

x

x
dx

x

x

∂

∂
+⋅⋅⋅+

∂

∂
+

∂

∂ 2
2

1
1
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ixd  = j
j

i

dx
x

x

∂

∂

It is law of transformation of contravariant vector. So, idx  are components of a contravariant
vector.

EXAMPLE 2

Show that ix∂
φ∂

 is a covariant vector where φ is a scalar function.

Solution

Let x1, x2, ..., xn or ix  are coordinates in X-coordinate system and nxxx ...,,, 21 or ix  are
coordinates in Y-coordinate system.

Consider ),...,,( 21 nxxxφ  = ),...,,( 21 nxxxφ

φ∂  = n
n

x
x

x
x

x
x

∂
∂

φ∂
+⋅⋅⋅+∂

∂
φ∂

+∂
∂

φ∂ 2
2

1
1

ix∂
φ∂

 =  
i

n

nii x

x

xx

x

xx

x

x ∂
∂

∂
φ∂

+⋅⋅⋅+
∂
∂

∂
φ∂

+
∂
∂

∂
φ∂ 2

2

1

1

ix∂
φ∂

 = i

j

j x

x

x ∂
∂

∂
φ∂

or ix∂
φ∂

 = ji

j

xx

x

∂
φ∂

∂
∂

It is law of transformation of component of covariant vector. So, 
ix∂

φ∂  is component of covariant

vector.

EXAMPLE 3
Show that the velocity of fluid at any point is a component of contravariant vector

or
Show that the component of tangent vector on the curve in n-dimensional space are component

of contravariant vector.

Solution

Let 
dt

dx
dt

dx
dt
dx n

,,,
21

…  be the component of the tangent vector of the point ),...,,( 21 nxxx  i.e.,

dt
dx i

 be the component of the tangent vector in X-coordinate system. Let the component of tangent
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vector of the point ),...,,( 21 nxxx  in Y-coordinate system are .
dt
xd i

 Then nxxx ...,,, 21  or ix  being a

function of nxxx ...,,, 21  which is a function of t. So,

dt
xd i

 =
dt

dx

dx

x
dt

dx

dx

x
dt
dx

dt

x n

n

iii ∂
+⋅⋅⋅+

∂
+

∂ 2

2

1

1

dt
xd i

 =
dt

dx

dx

x j

j

i∂

It is law of transformation of component of contravariant vector. So, 
dt
dx i

 is component of

contravariant vector.
i.e. the component of tangent vector on the curve in n-dimensional space are component of

contravariant vector.

2.4 CONTRAVARIANT TENSOR OF RANK TWO

Let Aij (i, j = 1, 2, ..., n) be n2 functions of coordinates x1, x2, ..., xn in X-coordinate system. If the

quantities ijA are transformed to ijA  in Y-coordinate system having coordinates nxxx ...,,, 21 . Then

according to  the law of transformation

ijA  = kl
l

j

k

i

A
x

x

x

x

∂
∂

∂
∂

Then ijA  are called components of Contravariant Tensor of rank two.

2.5 COVARIANT TENSOR OF RANK TWO

Let Aij (i, j = 1, 2, ..., n) be 2n  functions of coordinates x1, x2, ..., xn in X-coordinate system. If the

quantities ijA  are transformed to ijA  in Y-coordinate system having coordinates nxxx ,...,, 21 , then
according to the law of transformation,

ijA = klj

l

i

k

A
x

x

x

x

∂
∂

∂
∂

Then Aij called components of covariant tensor of rank two.

2.6 MIXED TENSOR OF RANK TWO

Let i
jA  (i, j = 1, 2, ..., n) be n2 functions of coordinates x1, x2, ..., xn in X-coordinate system. If the

quantities i
jA  are transformed to i

jA  in Y-coordinate system having coordinates ,,...,, 21 nxxx  then
according to the law of transformation

i
jA  = k

l

l

k

i

A
x
x

x

x
∂
∂

∂
∂

Then i
jA  are called components of mixed tensor of rank two.
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Note: (i) The rank of the tensor is defined as the total number of indices per component.

(ii) Instead of saying that “ A ij are the components of a tensor of rank two” we shall often say “ Aij  is a tensor
of rank two.”

THEOREM 2.1 To show that the Krönecker delta is a mixed tensor of rank two.

Solution

Let X and Y be two coordinate systems. Let the component of Kronecker delta in X-coordinate

system i
jδ  and component of Krönecker delta in Y-coordinate be i

jδ , then according to the law of
transformation

i
jδ  = l

k

j

l

k

i

j

i

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

=
∂
∂

i
jδ = k

lj

l

k

i

x

x

x

x
δ

∂
∂

∂
∂

This shows that Krönecker i
jδ  is mixed tensor of rank two.

EXAMPLE 4

If iA  is a covariant tensor, then prove that j
i

x

A

∂
∂

 do not form a tensor..

Solution

Let X and Y be two coordinate systems. As given iA  is a covariant tensor. Then

iA = ki

k

A
x

x

∂
∂

Differentiating it w.r.t. jx

j
i

x

A

∂
∂

= 








∂
∂

∂
∂

ki

k

j
A

x

x

x

j
i

x

A

∂
∂

= ji

k

kj
k

i

k

xx

x
A

x

A

x

x

∂∂
∂

+
∂
∂

∂
∂ 2

…(1)

It is not any law of transformation of tensor due to presence of second term. So, j
i

x

A

∂
∂

 is not a

tensor.

THEOREM 2.2 To show that i
jδ  is an invariant i.e., it has same components in every coordinate

system.

Proof: Since i
jδ  is a mixed tensor of rank two, then

i
jδ = k

lj

l

k

i

x

x

x

x
δ

∂
∂

∂
∂
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= 










∂
∂

∂
∂ k

lj

l

k

i

x

x

x

x
δ

= j

k

k

i

x

x

x

x

∂

∂

∂

∂
, as  j

k
k
lj

l

x

x

x

x

∂
∂

=
∂
∂

δ

i
jδ = i

jj

i

x

x
δ=

∂
∂

 , as  i
jj

i

x

x
δ=

∂
∂

So, i
jδ  is an invariant.

THEOREM 2.3 Prove that the transformation of a contravariant vector is transitive.
or

Prove that the transformation of a contravariant vector form a group.

Proof: Let iA  be a contravariant vector in a coordinate system ),...,2,1( nixi = . Let  the coordinates

xi be transformed to the coordinate system ix  and ix  be transformed to ix .

When coordinate xi be transformed to ix , the law of transformation of a contravariant vector is

pA = q
q

p

A
x

x

∂
∂

... (1)

When coordinate ix  be transformed to ix , the law of transformation of contravariant vector is

iA = p
p

i

A
x

x

∂
∂

iA = q

p

i

i

x

x

x

x

∂
∂

∂
∂

Aq from (1)

iA =  q
q

i

A
x

x

∂
∂

This shows that if we make direct transformation from ix  to ix , we get same law of transformation.
This property is called that transformation of contravariant vectors is transitive or form a group.

THEOREM 2.4 Prove that the transformation of a covariant vector is transitive.
or

Prove that the transformation of a covariant vector form a group.

Proof: Let iA  be a covariant vector in a coordinate system )...,,2,1( nix i = . Let the coordinates ix be

transformed to the coordinate system ix  and ix  be transformed to ix .

When coordinate ix  be transformed to ix , the law of transformation of a covariant vector is

pA = qp

q

A
x

x

∂
∂

...  (1)

When coordinate ix  be transformed to ix , the law of transformation of a covariant vector is

iA = pi

p

A
x

x

∂
∂
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iA = qp

q

i

p

A
x

x

x

x

∂
∂

∂
∂

iA = qi

q

A
x

x

∂
∂

This shows that if we make direct transformation from ix  to ix , we get same law of transformation.
This property is called that transformation of covariant vectors is transitive or form a group.

THEOREM 2.5 Prove that the transformations of tensors form a group
or

Prove that the equations of transformation a tensor (Mixed tensor) posses the group property.

Proof: Let i
jA  be a mixed tensor of rank two in a coordinate system ),...,2,1( nix i = . Let the coordinates

ix  be transformed to the coordinate system ix  and ix  be transformed to ix .

When coordinate ix  be transformed to ix , the transformation of a mixed tensor of rank two is

p
qA = r

sq

s

r

p

A
x

x

x

x

∂
∂

∂
∂

... (1)

When coordinate ix  be transformed to ix , the law of transformation of a mixed tensor of rank
two is

i
jA = p

qj

q

p

i

A
x

x

x

x

∂
∂

∂
∂

=
r
sq

s

r

p

j

q

p

i

A
x

x

x

x

x

x

x

x

∂

∂

∂

∂

∂

∂

∂

∂
 from (1)

i
jA = r

sj

s

r

i

A
x

x

x

x

∂
∂

∂
∂

This shows that if we make direct transformation from ix  to ix , we get same law of transformation.
This property is called that transformation of tensors form a group.

THEOREM 2.6 There is no distinction between contravariant and covariant vectors when we restrict
ourselves to rectangular Cartesian transformation of coordinates.

Proof: Let P(x, y) be a point with respect to the rectangular Cartesian axes X and Y. Let ),( yx  be the

coordinate of the same point P in another rectangular cartesian axes X  and Y , Let (l1, m1) and (l2, m2)
be the direction cosines of the axes X , Y  respectively. Then the transformation relations are given by





+=
+=

ymxly

ymxlx

22

11
...(1)

and solving these equations, we have





+=
+=

ymxmy

ylxlx

21

21
...(2)

put 1xx = , ,2xy =  ,1xx =  2xy =
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Consider the contravariant transformation

iA = ;j
j

i

A
x

x

∂
∂

 2,1=j

iA = 2
2

1
1

A
x

x
A

x

x ii

∂
∂

+
∂
∂

for 2,1=i .

1A = 2
2

1
1

1

1

A
x

x
A

x

x

∂
∂

+
∂
∂

2A = 2
2

2
1

1

2

A
x

x
A

x

x

∂
∂

+
∂
∂

From (1) 1lx
x =

∂
∂

, but 1xx = , 
2xy = , 1xx = , 

2xy =

Then

11

1

l
x

x
x
x

=
∂
∂

=
∂
∂

.

Similarly,











∂
∂

==
∂
∂

∂
∂

==
∂
∂

∂
∂

==
∂
∂

2

2

21

2

2

2

1

1

;

;

x

x
m

y
y

x

x
l

x
y

x

x
m

y
x

...(3)

So, we have







+=

+=
2

2
1

2
2

2
1

1
1

1

AmAlA

AmAlA
..(4)

Consider the covariant transformation

iA = ;ji

j

A
x

x

∂
∂

 2,1=j

iA = 21

2

1

1

A
x

x
A

x

x
i ∂

∂
+

∂
∂

for 2,1=i .

1A = 21

2

11

1

A
x

x
A

x

x

∂
∂

+
∂
∂

2A = 22

2

12

1

A
x

x
A

x

x

∂
∂

+
∂
∂

From (3)







+=

+=

22122

21111

AmAlA

AmAlA
...(5)
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So, from (4) and (5), we have

1
1 AA =  and 2

2 AA =
Hence the theorem is proved.

2.7 TENSORS OF HIGHER ORDER

(a) Contravariant tensor of rank r

Let riiiA . . .21 be nr function of coordinates x1, x2, ..., xn in X-coordinates system. If the quantities ri iiiA . . .2

are transformed to riiiA . . .21  in Y-coordinate system having coordinates nxxx ...,,, 21 . Then according
to the law of transformation

riiiA . . .21 =
r

r

p

i

p

i

p

i

x

x

x

x

x

x

∂

∂

∂

∂

∂

∂ …
2

2

1

1

 rpppA . . .21

Then ri iiiA . . .2  are called components of contravariant tensor of rank r.

(b) Covariant tensor of rank s

Let 
sjjjA . . .21
 be sn  functions of coordinates x1, x2, ..., xn in X-coordinate system. If the quantities

sjjjA . . .21
 are transformed to 

sjjjA . . .21
 in Y- coordinate system having coordinates nxxx ,...,, 21 . Then

according to the law of transformation

sjjjA . . .21
=

s

s

j

q

j

q

j

q

x

x

x

x

x

x

∂
∂

⋅⋅⋅
∂
∂

∂
∂

2

2

1

1

 
sqqqA . . . ,, 21

Then 
sjjjA . . .21
 are called the components of covariant tensor of rank s.

(c) Mixed tensor of rank r + s

Let r

s

iii
jjjA . . .

. . .
21

21
 be nr+s functions of coordinates x1, x2, ..., xn in X-coordinate system. If the quantities

r

s

iii
jjjA . . .

. . .
21

21
 are transformed to r

s

iii
jjjA . . .

. . .
21

21
 in Y-coordinate system having coordinates nxxx ,,, 21 … . Then

according to the law of transformation

r

s

iii
jjjA . . .

. . .
21

21
=

r

r

p

i

p

i

p

i

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

2

2

1

1

 
s

s

j

q

j

q

j

q

x

x

x

x

x

x

∂
∂

⋅⋅⋅
∂
∂

∂
∂

2

2

1

1
r

s

ppp
qqqA . . .

. . .
21

21

Then r

s

iii
jjjA . . .

. . .
21

21
 are called component of mixed tensor of rank sr + .

A tensor of type s

r

jjj
iiiA . . .

. . .
21

21
 is known as tensor of type ( )sr, , In (r,s), the first component r

indicates the rank of contravariant tensor and the second component s indicates the rank of covariant
tensor.

Thus the tensors ijA  and ijA  are type (0, 2) and (2, 0) respectively while tensor i
jA  is type (1, 1).
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EXAMPLE

ijk
lmA  is a mixed tensor of type (3, 2) in which contravariant tensor of rank three and covariant

tensor of rank two. Then according to the law of transformation

ijk
lmA = m

b

l

akji

x

x

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

γβα
αβγ
abA

2.8 SCALAR OR INVARIANT

A function )...,,,( 21 nxxxφ  is called Scalar or an invariant if its original value does not change upon

transform ation of coordinates from  x1, x2, ..., xn to nxxx ...,,, 21 . i.e.

),...,,( 21 nxxxφ =  ),...,,( 21 nxxxφ

Scalar is also called tensor of rank zero.

For example, i
i BA  is scalar..

2.9 ADDITION AND SUBTRACTION OF TENSORS

THEOREM 2.7 The sum (or difference) of two tensors which have same number of covariant and the
same contravariant indices is again a tensor of the same rank and type as the given tensors.

Proof: Consider two tensors r

s

iii
jjjA . . .

. . .
21

21
 and r

s

iii
jjjB . . .

. . .
21

21
 of the same rank and type (i.e., covariant tensor of

rank s and contravariant tensor of rank r.). Then according to the law of transformation

r

s

iii
jjjA . . .

. . .
21

21
= ⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

p

i

p

i

x

x

x

x
⋅⋅⋅

∂
∂

∂
∂

∂
∂

2

2

1

1

j

q

j

q

p

i

x

x

x

x

x

x
r

r

⋅⋅⋅
∂
∂

s

s

j

q

x

x
r

s

ppp
qqqA . . .

. . .
21

21

and

r

s

iii
jjjB . . .

. . .
21

21
= ⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

p

i

p

i

x

x

x

x
⋅⋅⋅

∂
∂

∂
∂

∂
∂

⋅
2

2

1

1

j

q

j

q

p

i

x

x

x

x

x

x
r

r

⋅⋅⋅
∂
∂

s

s

j

q

x

x
r

s

ppp
qqqB . . .

. . .
21

21

Then

r

s

r

s

iii
jjj

iii
jjj BA . . .

. . .
. . .
. . .

21

21

21

21
± = ⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

p

i

p

i

x

x

x

x
 …

∂
∂

∂
∂

∂
∂

2

2

1

1

j

q

j

q

p

i

x

x

x

x

x

x
r

r

 
s

s

j

q

x

x

∂
∂ ( )r

s

r

s

ppp
qqq

ppp
qqq BA . . .

. . .
. . .

. . .
21

21

21

21
±

If
r

s

r

s

iii
jjj

iii
jjj BA . . .

. . .
. . .
. . .

21

21

21

21
± = r

s

iii
jjjC . . .

. . .
21

21

and
r

s

r

s

ppp
qqq

ppp
qqq BA . . .

. . .
. . .

. . .
21

21

21

21
± = r

s

ppp
qqqC . . .

. . .
21

21

So,

r

s

iii
jjjC . . .

. . .
21

21
= ⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

p

i

p

i

x

x

x

x
⋅⋅⋅

∂
∂

∂
∂

∂
∂

2

2

1

1

j

q

j

q

p

i

x

x

x

x

x

x
r

r

s

s

j

q

x

x

∂
∂

 r

s

ppp
qqqC , . . . ,,

, . . . ,,
21

21

This is law of transformation of a mixed tensor of rank r+s. So, r

s

iii
jjjC , . . . ,,

, . . . ,,
21

21
is a mixed tensor of

rank r+s or of type (r, s).
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EXAMPLE 5

If ij
kA  and lm

nB  are tensors then their sum and difference are tensors of the same rank and type.

Solution

As given ij
kA  and ij

kB  are tensors. Then according to the law of transformation

ij
kA = pq

rk

r

q

j

p

i

A
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

and

ij
kB = pq

rk

r

q

j

p

i

B
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

then

ij
k

ij
k BA ± = ( )pq

r
pq

rk

r

q

j

p

i

BA
x

x

x

x

x

x
±

∂
∂

∂
∂

∂
∂

If
ij
k

ij
k BA ± = ij

kC  and pq
r

pq
r BA ±  = pq

rC
So,

ij
kC = pq

rk

r

q

j

p

i

C
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

The shows that ij
kC  is a tensor of same rank and type as ij

kA  and ij
kB .

2.10 MULTIPLICATION OF TENSORS (OUTER PRODUCT OF TENSOR)

THEOREM 2.8 The multiplication of two tensors is a tensor whose rank is the sum of the ranks of
two tensors.

Proof: Consider two tensors r

s

iii
jjjA . . .

. . .
21

21
 (which is covariant tensor of rank s and contravariant tensor of

rank r) and m

n

kkk
lllB . . .

. . .
21

21
 (which is covariant tensor of rank m and contravariant tensor of rank n). Then

according to the law of transformation.

r

s

iii
jjjA . . .

. . .
21

21
= ⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

p

i

p

i

x

x

x

x
⋅⋅⋅

∂
∂

∂
∂

∂
∂

2

2

1

1

j

q

j

q

p

i

x

x

x

x

x

x
r

r

s

r

j

q

x

x

∂
∂

 r

s

ppp
qqqA . . .

. . .
21

21

and

m

n

kkk
lllB . . .

. . .
21

21
= ⋅⋅⋅

∂
∂

∂
∂

αα 2

2

1

1

x

x

x

x kk

⋅⋅⋅
∂
∂

∂
∂

∂
∂ ββ

α 2

2

1

1

ll

k

x

x

x

x

x

x
m

m

n

n

lx

x

∂
∂ β

 m

n
B ααα

βββ
. . .

. . .
21

21

Then their product is

r

s

iii
jjjA . . .

. . .
21

21
 m

n

kkk
lllB . . .

. . .
21

21
= ⋅⋅⋅

∂

∂

∂

∂
⋅⋅⋅

∂

∂
1

1

1

1

j

q

p

i

p

i

x

x

x

x

x

x
r

r

⋅⋅⋅
∂
∂

⋅
∂
∂

⋅⋅⋅
∂
∂

∂
∂

1

1

1

1

l

kk

j

q

x

x

x

x

x

x

x

x
m

m

s

s β

αα m

n

lx

x

∂
∂ β

r

s

ppp
qqqA . . .

. . .
21

21

m

n
B ααα

βββ
. . .

. . .
21

21
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If
mr

nls

kkkiii
lljjj

C . . .. . .

. . .. . .
2121

2121
= n

n

r

s

kkk
lll

iii
jjj BA ...

...
...
...

21

21

21

21

and
mr

ns

ppp
qqqC ααα

βββ
. . .. . .

. . .. . .
2121

2121
= r

s

ppp
qqqA . . . ,

. . . ,
21

21

m

n
B ααα

βββ
. . .

. . .
21

21

So,

mr

ns

kkkiii
llljjjC . . .. . .

. . .. . .
2121

2121
= ⋅

∂
∂

⋅⋅⋅
∂
∂

r

r

p

i

p

i

x

x

x

x
1

1

1

1

1

1

α∂
∂

∂
∂

⋅⋅⋅
∂
∂

x

x

x

x

x

x k

j

q

j

q

s

s

n

n

m

m

ll

k

x

x

x

x

x

x

∂
∂

⋅⋅⋅
∂
∂

⋅
∂
∂

⋅⋅⋅
ββ

α 1

1

 hr

ns

ppp
qqqC ααα

βββ
. . .. . .

. . .. . .
2121

2121

This is law of transformation of a mixed tensor of rank .nsmr +++ . So, mkkr

ns

kiii
llljjjC . . .. . .

. . .. . .
2121

2121
 is a

mixed tensor of rank nsmr +++ . or of type ( )nsmr ++ , . Such product is called outer product or
open proudct of two tensors.

THEOREM 2.9 If Ai and Bj are the components of a contravariant and covariant tensors of rank one

then prove that AiBj are components of a mixed tensor of rank two.

Proof: As iA  is contravariant tensor of rank one and jB  is covariant tensor of rank one. Then
according to the law of transformation

iA = k
k

i

A
x

x

∂
∂

...(1)

and

jB = lj

l

B
x

x

∂
∂

...(2)

Multiply (1) and (2), we get

j
i BA = l

k
j

l

k

i

BA
x

x

x

x

∂
∂

∂
∂

This is law of transformation of tensor of rank two. So, j
i BA  are mixed tensor of rank two.

Such product is called outer product of two tensors.

EXAMPLE 6

Show that the product of two tensors i
jA  and kl

mB  is a tensor of rank five.

Solution

As i
jA  and kl

mB  are tensors. Then by law of transformation

i
jA = p

qj

q

p

i

A
x

x

x

x

∂
∂

∂
∂

and kl
mB = rs

tm

t

s

l

r

k

B
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂
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Multiplying these, we get

kl
m

i
j BA = rs

t
p

qm

t

s

l

r

k

j

q

p

i

BA
x
x

x
x

x
x

x
x

x
x

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

This is law of transformation of tensor of rank five. So, kl
m

i
j BA  is a tensor of rank five.

2.11 CONTRACTION OF A TENSOR
The process of getting a tensor of lower order (reduced by 2) by putting a covariant index equal to a
contravariant index and performing the summation indicated is known as Contraction.

In other words, if in a tensor we put one contravariant and one covariant indices equal, the
process is called contraction of a tensor.

For example, consider a mixed tensor ijk
lmA  of order five. Then by law of transformation,

ijk
lmA = pqr

stm

t

l

s

r

k

q

j

p

i

A
x

x

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

Put the covariant index l = contravariant index i, so that

ijk
imA = pqr

stm

t

i

s

r

k

q

j

p

i

A
x

x

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

= pqr
stm

t

p

s

r

k

q

j

A
x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

= pqr
st

s
pm

t

r

k

q

j

A
x

x

x

x

x

x
δ

∂
∂

∂
∂

∂
∂

Since s
pp

s

x

x
δ=

∂
∂

ijk
imA = pqr

ptm

t

r

k

q

j

A
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

This is law of transformation of tensor of rank 3. So, ijk
imA  is a tensor of rank 3 and type (1, 2)

while ijk
lmA  is a tensor of rank 5 and type (2, 3). It means that contraction reduces rank of tensor by

two.

2.12 INNER PRODUCT OF TWO TENSORS

Consider the tensors ij
kA  and l

mnB  if we first form their outer product l
mn

ij
k BA  and contract this by

putting kl =  then the result is k
mn

ij
k BA  which is also a tensor, called the inner product of the given

tensors.
Hence the inner product of two tensors is obtained by first taking outer product and then

contracting it.

EXAMPLE 7

If Ai and Bi are the components of a contravariant and covariant tensors of rank are respectively
then prove that AiBi is scalar or invariant.
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Solution

As Ai and Bi are the components of a contravariant and covariant tensor of rank one respectively,
then according to the law of the transformation

iA = p
p

i

A
x

x

∂
∂

 and iB  = qi

q

B
x

x

∂
∂

Multiplying these, we get

ii BA = q
p

i

q

p

i

BA
x

x

x

x

∂
∂

∂
∂

= ,q
p

p

q

BA
x

x

∂
∂

  since q
pp

q

x

x
δ=

∂
∂

= q
pq

p BAδ

i
i BA = p

p BA

This shows that AiBi is scalar or Invariant.

EXAMPLE 8

If i
jA  is mixed tensor of rank 2 and kl

mB  is mixed tensor of rank 3. Prove that jl
m

i
j BA  is a mixed

tensor of rank 3.

Solution

As i
jA  is mixed tensor of rank 2 and kl

mB  is mixed tensor of rank 3. Then by law of transformation

i
jA = p

qj

q

p

i

A
x

x

x

x

∂
∂

∂
∂

 and kl
mB  = rs

tm

t

s

l

r

k

B
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

...(1)

Put k = j then

jl
mB = rs

tm

t

s

l

r

j

B
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

...(2)

Multiplying (1) & (2) we get

jl
m

i
j BA = rs

t
p
qm

t

s

l

r

j

j

q

p

i

BA
x

x

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

= rs
t

p
q

q
rm

t

s

l

p

i

BA
x

x

x

x

x

x
δ

∂
∂

∂
∂

∂
∂

since r

j

j

q

x

x

x

x

∂
∂

∂
∂

 = r

q

x

x

∂
∂

 = q
rδ

jl
m

i
j BA = qs

t
p
qm

t

s

l

p

i

BA
x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

since rs
t

q
r Bδ  = qs

tB

This is the law of transformation of a mixed tensor of rank three. Hence jl
m

i
j BA  is a mixed tensor

of rank three.
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2.13SYMMETRIC TENSORS

A tensor is said to be symmetric with respect to two contravariant (or two covariant) indices if its
components remain unchanged on an interchange of the two indices.

EXAMPLE

(1) The tensor ijA  is symmetric if jiij AA =

(2) The tensor ijk
lmA  is symmetric if jik

lm
ijk
lm AA =

THEOREM 2.10 A symmetric tensor of rank two has only )1(
2
1 +nn  different components in n-

dimensional space.
Proof: Let ijA  be a symmetric tensor of rank two. So that jiij AA = .

The component of ijA  are 























nnnnn

n

n

n

AAAA

AAAA

AAAA

AAAA

L
MLMMM

L
L
L

321

3333231

2232221

1131211

i.e., Aij will have n2 components. Out of these n2 components, n components A11, A22, A33, ..., Ann are
different. Thus remaining components are (n2– n). In which A12 = A21,  A23 = A32 etc. due to symmetry.

So, the remaining different components are )(
2
1 2 nn − . Hence the total number of different

components

= )1(
2
1)(

2
1 2 +=−+ nnnnn

2.14SKEW-SYMMETRIC TENSOR

A tensor is said to be skew-symmetric with respect to two contravariant (or two covariant) indices if
its components change sign on interchange of the two indices.

EXAMPLE

(i) The tensor ijA  is Skew-symmetric of jiij AA −=

(ii) The tensor ijk
lmA  is Skew-symmetric if jik

lm
ijk
lm AA −=

THEOREM 2.11 A Skew symmetric tensor of second order has only )1(
2
1 −nn  different non-zeroo

components.

Proof: Let ijA  be a skew-symmetric tensor of order two. Then jiij AA −= .
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The components of ijA  are 























0

0

0

0

321

33231

22321

11312

L
MLMMM

L
L
L

nnn

n

n

n

AAA

AAA

AAA

AAA

[ ]0002 Since 2211 =⋅⋅⋅==⇒=⇒=⇒−= nniiiiiiii AAAAAAA

i.e., Aij will have n2  components. Out of these n2 components, n  components A11, A22, A33, ..., Ann

are zero. Omitting there, then the remaining components are n2 –n. In which A12 = – A21, A13 = – A31

etc. Ignoring the sign. Their remaining the different components are )(
2
1 2 nn − .

Hence the total number of different non-zero components = )1(
2
1 −nn

Note: Skew-symmetric tensor is also called anti-symmetric tensor.

THEOREM 2.12 A covariant or contravariant tensor of rank two say Aij can always be written as the
sum of a symmetric and skew-symmetric tensor.
Proof: Consider a covariant tensor Aij. We can write Aij as

ijA = )(
2
1)(

2
1

jiijjiij AAAA −++

ijA = ijij TS +

where ijS = )(
2
1

jiij AA +  and )(
2
1

jiijij AAT −=

Now,

jiS = )(
2
1

ijji AA +

jiS = ijS

So,  ijS  is symmetric tensor..
and

ijT = )(
2
1

jiij AA +

jiT = )(
2
1

ijji AA −

= )(
2
1

jiij AA −−

jiT = ijT−

or ijT = jiT−

So, ijT  is Skew-symmetric Tensor..
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EXAMPLE 9

 If .kj
jk AAa=φ  Show that we can always write kj

jk AAb=φ  where jkb  is symmetric.

Solution

As given

φ = kj
jk AAa ...(1)

Interchange the indices i and j

φ = jk
jk AAa ...(2)

Adding (1) and (2),

φ2 = kj
kjjk AAaa )( +

φ =
kj

kjjk AAaa )(
2
1 +

φ = kj
jk AAb

where )(
2
1

kjjkjk aab +=

To show that jkb  is symmetric.

Since

jkb = )(
2
1

kjjk aa +

kjb = )(
2
1

jkkj aa +

= )(
2
1

kjjk aa +

kjb = jkb

So, jkb  is Symmetric.

EXAMPLE 10

If iT  be the component of a covariant vector show that 








∂

∂
−

∂
∂

i

j

j
i

x

T

x

T
 are component of a Skew-

symmetric covariant tensor of rank two.

Solution

As iT  is covariant vector. Then by the law of transformation

iT = ki

k

T
x

x

∂
∂
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Differentiating it w.r.t. to jx  partially,,

j
i

x

T

∂
∂

= 








∂
∂

∂
∂

ki

k

j
T

x

x

x

= j
k

i

k

kij

k

x

T

x

x
T

xx

x

∂
∂

∂
∂

+
∂∂

∂2

j

j

x

T

∂

∂
= l

k
j

l

i

k

kij

k

x

T

x

x

x

x
T

xx

x

∂
∂

∂
∂

∂
∂

+
∂∂

∂2

...(1)

Similarly,

i

j

x

T

∂

∂
= l

k
i

l

j

k

kji

k

x

T

x

x

x

x
T

xx

x

∂
∂

∂
∂

∂
∂

+
∂∂

∂2

Interchanging the dummy indices k & l

i

j

x

T

∂

∂
= k

l
j

l

i

k

kji

k

x

T

x

x

x

x
T

xx

x

∂
∂

∂
∂

∂
∂

+
∂∂

∂2

...(2)

Substituting (1) and (2), we get

i

j

j
i

x

T

x

T

∂

∂
−

∂
∂

= 







∂

∂
−

∂

∂

∂
∂

∂
∂

k
l

l
k

j

l

i

k

x

T

x

T

x

x

x

x

This is law of transformation of covariant tensor of rank two. So,  i
j

j
i

x

T

x

T

∂

∂
−

∂
∂

 are component of

a covariant tensor of rank two.

To show that i
j

j
i

x

T

x

T

∂

∂
−

∂
∂

 is Skew-symmetric tensor..

Let

ijA = i
j

j
i

x

T

x

T

∂

∂
−

∂
∂

jiA = j
i

i
j

x

T

x

T

∂
∂

−
∂

∂

= 








∂

∂
−

∂

∂
−

i
j

j
i

x

T

x

T

jiA = ijA−

or ijA = jiA−

So, i
j

j
i

ij x

T

x

T
A

∂

∂
−

∂
∂

=  is Skew-symmetric.

So, i
j

j
i

x

T

x

T

∂

∂
−

∂
∂

 are component of a Skew-symmetric covariant tensor of rank two.
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2.15 QUOTIENT LAW

By this law, we can test a given quantity is a tensor or not. Suppose given quantity be A and we do not
know that A is a tensor or not. To test A, we take inner product of A with an arbitrary tensor, if this
inner product is a tensor then A is also a tensor.

Statement
If the inner product of a set of functions with an atbitrary tensor is a tensor then these set of

functions are the components of a tensor.
The proof of this law is given by the following examples.

EXAMPLE 11
Show that the expression A(i,j,k) is a covariant tensor of rank three if A(i,j,k)Bk  is covariant

tensor of rank two and Bk is contravariant vector

Solution

Let X and Y be two coordinate systems.
As given A (i, j, k)Bk is covariant tensor of rank two then

kBkjiA ),,(  = r
j

q

i

p
BrqpA

x

x

x

x
),,(

∂

∂

∂

∂
...(1)

Since kB  is contravariant vector. Then

kB = r
r

k

B
x

x

∂
∂

or k
k

r
r B

x

x
B

∂
∂

=

So, from (1)

kBkjiA ),,( = k
k

r

j

q

i

p
B

x

x
rqpA

x

x

x

x

∂

∂

∂

∂

∂

∂
),,(

kBkjiA ),,( = k
k

r

j

q

i

p
BrqpA

x

x

x

x

x

x
),,(

∂

∂

∂

∂

∂

∂

),,( kjiA = ),,( rqpA
x

x

x

x

x

x
k

r

i

q

i

p

∂

∂

∂

∂

∂

∂

As kB  is arbitrary..

So, ),,( kjiA  is covariant tensor of rank three.

EXAMPLE 12
If A (i, j, k)A iB jCk is a scalar for arbitrary vectors Ai, B j, Ck. Show that A(i, j, k) is a tensor of

type (1, 2).

Solution

Let X and Y be two coordinate systems. As given k
ji CBAkjiA ),,(  is scalar. Then

k
ji CBAkjiA ),,( = r

qp CBArqpA ),,( ...(1)
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Since ii BA ,  and kC  are vectors. Then

iA = p
p

i

A
x

x

∂
∂

or pA = i
i

p

A
x

x

∂
∂

jB = q
q

j

B
x

x

∂
∂

or qB = j
j

q

B
x

x

∂
∂

kC = r
r

k

C
x

x

∂
∂

or rC = k
k

r

C
x

x

∂
∂

So, from (1)

k
ji
CBAkjiA ),,( = k

ji
r

k

j

q

i

p

CBA
x

x

x

x

x

x
rqpA

∂

∂

∂

∂

∂

∂
),,(

As k
ji CBA ,,  are arbitrary..

Then

),,( kjiA = ),,( rqpA
x

x

x

x

x

x
r

k

j

q

i

p

∂
∂

∂
∂

∂
∂

So, A(i, j, k) is tensor of type (1, 2).

2.16  CONJUGATE (OR RECIPROCAL) SYMMETRIC TENSOR

Consider a covariant symmetric tensor ijA  of rank two. Let d denote the determinant ijA  with the

elements ijA  i.e., ijAd =  and 0≠d .

Now, define ijA  by

ijA =
d

AA ijij t determinan  theis  ofCofactor 

ijA  is a contravariant symmetric tensor of rank two which is called conjugate (or Reciprocal) tensor

of ijA .

THEOREM 2.13 If ijB  is the cofactor of ijA  in the determinant d = |Aij| ≠ 0 and Aij defined as

ijA =
d

Bij

Then prove that k
i

kj
ij AA δ= .

Proof: From the properties of the determinants, we have two results.

(i) dBA ijij =

⇒ d

B
A ij

ij = 1

ij
ij AA = 1, given

d

B
A ijij =
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(ii) 0=kjij BA

d

B
A kj

ij = 0, 0≠d

kj
ij AA = 0 if ki ≠

from (i) & (ii)

kj
ij AA =





≠
=

ki

ki

if0

if1

i.e., kj
ij AA = k

iδ

2.17 RELATIVE TENSOR

If the components of a tensor r

s

iii
jjjA . . .

. . .
21

21
 transform according to the equation

ω

∂
∂

=
x
x

A r
s

kkk
lll
. . .

. . .
21

21  r

s

iii
jjjA . . .

. . .
21

21
⋅⋅⋅

∂
∂

∂
∂

2

2

1

1

i

k

i

k

x

x

x

x
2

21

l

j

l

j

i

k

x

x

x

x

x

x
rr

r

∂
∂

∂
∂

⋅
∂
∂

s

s

l

j

x

x

∂
∂

⋅⋅⋅

Hence r

r

iii
jjjA . . .

. . .
21

21
 is called a relative tensor of weight ω, where x

x
∂
∂

 is the Jacobian of transformation. If

,1=ω  the relative tensor is called a tensor density. If w = 0 then tensor is said to be absolute.

MISCELLANEOUS EXAMPLES
1. Show that there is no distinction between contravariant and covariant vectors when we

restrict ourselves to transformation of the type
ix = ;imi

m bxa +
where a's and b's are constants such that

i
m

i
r aa = r

mδ

Solution

Given that
ix =

imi
m bxa + ...(1)

or
mi

m xa = ii bx − ...(2)

Multiplying both sides (2) by ,i
ra  we get

mi
m

i
r xaa = i

r
iii

r abxa −
mr

m xδ = i
r

iii
r abxa −  as given r

m
i
m

i
r aa δ=

rx = i
r

iii
r abxa −  as rmr

m xx =δ

or sx = i
s

iii
s abxa −

Differentiating Partially it w.r.t. to ix

i

s

x

x

∂
∂

= i
sa ..(3)
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Now, from (1)
ix = isi

s bxa +

s

i

x

x

∂
∂

=
i
sa ...(4)

The contravariant transformation is

iA = s
s

i

A
x

x

∂
∂

 = 
si

s Aa ...(5)

The covariant transformation is

iA = si

s

A
x

x

∂
∂

 = s
i
s Aa ...(6)

Thus from (5) and (6), it shows that there is no distinction between contravariant and
covariant tensor law of transformation

2. If the tensors ija  and ijg  are symmetric and ii vu ,  are components of contravariant vectors
satisfying the equations

i
ijij ukga )( − = 0, nji ,...,2,1, =

 i
ijij vk'ga )( − = 0, kk ′≠ .

Prove that ,0=ji
ij vug .0=ji

ij vua

Solution
The equations are

i
ijij ukga )( − = 0 ...(1)

i
ijij vgka )( ′− = 0 ...(2)

Multiplying (1) and (2) by u j and v j respectively and subtracting, we get

0=′+−− ij
ij

ji
ij

ji
ij

ji
ij vugkvukguvavua

Interchanging i and j  in the second and fourth terms,

0=′+−− ji
ji

ji
ij

ij
ji

ji
ij vugkvukguvavua

As ija  and ijg  is symmetric i.e., jiij aa =  & jiij gg =

ji
ij

ij
ij vugkuvkg ′+− = 0

ji
ij vugkk )( −′ = 0

ji
ij vug = 0 since 0≠′−⇒′≠ kkkk

Multiplying (1) by jv , we get
ji

ij
ij

ij vukguva − = 0
ji

ij vua = 0 as  ji
ij vug  = 0. Proved.
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3. If ijA  is a Skew-Symmetric tensor prove that

ik
k
j

i
l

k
l

i
j A)( δδ+δδ = 0

Solution

Given ijA  is a Skew-symmetric tensor then jiij AA −= .

Now,

ik
k
j

i
l

k
l

i
j A)( δδ+δδ = ik

k
j

i
lik

k
l

i
j AA δδ+δδ

= ij
i
lil

i
j AA δ+δ

= ljjl AA +

ik
k
j

i
l

k
l

i
j A)( δδ+δδ =  0 as ljjl AA −=

4. If ija  is symmetric tensor and ib  is a vector and +kijba +ijkba 0=jkiba  then prove that

0=ija  or 0=kb .

Solution
The equation is

jkiijkkij bababa ++ = 0

⇒ jkiijkkij bababa ++ = 0
By tensor law of transformation, we have

+
∂
∂

∂
∂

∂
∂

k

r

rj

q

i

p

pq x

x
b

x

x

x

x
a +

∂
∂

∂
∂

∂
∂

i

r

rk

q

j

p

pq x

x
b

x

x

x

x
a ri

q

k

p

pq b
x

x

x

x
a

∂
∂

∂
∂

j

r

x

x

∂
∂

= 0

rpqba 








∂
∂

∂
∂

∂
∂

+
∂
∂

∂
∂

∂
∂

+
∂
∂

∂
∂

∂
∂

j

r

i

q

k

p

i

r

k

q

j

p

k

r

j

q

i

p

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
= 0

⇒ 0=rpqba ⇒ 0=pqa  or 0=rb

⇒ 0=ija  or  0=kb

5. If 
nm

mn
nm

mn xxbxxa =  for arbitrary values of rx , show that a(mn) = b(mn) i.e.,

nmmnnmmn bbaa +=+

If mna  and mnb  are symmetric tensors then further show the mnmn ba = .

Solution
Given

nm
mn xxa =

nm
mn xxb

nm
mnmn xxba )( − = 0
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Differentiating w.r.t. ix  partially

m
mimi

n
inin xbaxba )()( −+− = 0

Differentiating again w.r.t. jx  partially

)()( jijiijij baba −+− = 0

jiij aa + = jiij bb +

or nmmn aa + = nmmn bb +  or )()( mnmn ba =

Also, since mna  and mnb  are symmetric then nmmn aa = , nmmn bb = .

So,

mna2 = mnb2

mna = mnb

EXERCISES

1. Write down the law of transformation for the tensors

(i) ijA

(ii) ij
kB

(iii) ijk
lmC

2. If pq
rA  and s

tB  are tensors then prove that s
t

pq
r BA  is also a tensor..

3. If Aij is a contravariant tensor and Bi is covariant vector then prove that k
ijBA  is a tensor of rank

three and Aij Bj is a tensor of rank one.

4. If Ai is an arbitrary contravariant vector and Cij Ai Aj is an invariant show that Cij + Cji is a covariant
tensor of the second order.

5. Show that every tensor can be expressed in the terms of symmetric and skew-symmetric tensor.

6. Prove that in n-dimensional space, symmetric and skew-symmetric tensor have )1(
2

+n
n

 and )1(
2

−n
n

independent components respectively.

7. If 0≠ijU  are components of a tensor of the type (0, 2) and if the equation 0=+ jiij gUfU  holds

w.r.t to a basis then prove that either f = g and ijU  is skew-symmetric or f = –g and ijU  is symmetric.

8. If ijA  is skew-symmetric then 0)( =+ ik
k
j

i
l

k
l

i
j ABBBB .

9. Explain the process of contraction of tensors. Show that i
j

ij
ijaa δ= .
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10. If pq
rA  is a tensor of rank three. Show that pr

rA  is a contravariant tensor of rank one.

11. If k
ji

ij
ka γµλ  is a scalar or invariant, k

ji γµλ ,,  are vectors then ij
ka  is a mixed tensor of type (2, 1).

12. Show that if 0=khih
hijka µλµλ  where iλ  and i

µ  are components of two arbitrary vectors then

jkhijihkhkjihijk aaaa +++  = 0

13. Prove that AijBiC j is invariant if Bi and C j are vector and Aij is tensor of rank two.

14. If A(r, s, t) be a function of the coordinates in n-dimensional space such that for an arbitrary vector
Br of the type indicated by the index a A(r, s, t)Br is equal to the component Cst of a contravariant

tensor of order two. Prove that A(r, s, t) are the components of a tensor of the form st
rA .

15. If Aij and Aij are components of symmetric relative tensors of weight w. show that

2−

∂
∂

=
w

ijij

x
x

AA   and  
2+

∂
∂

=
w

ijij x
x

AA

16. Prove that the scalar product of a relative covariant vector of weight w  and a relative contravariant
vector of weight w′  is a relative scalar of weight ww ′+ .



3.1 THE METRIC TENSOR

In rectangular cartesian coordinates, the distance between two neighbouring point are (x, y, z) and

),,( dzzdyydxx +++  is given by 2222 dzdydxds ++= .

In n-dimensional space, Riemann defined the distance ds between two neighbouring points ix

and ),...2,1( nidxx ii =+  by quadratic differential form

2ds = n
n dxdxgdxdxgdxg 1

1
21

12
21

11 )( +⋅⋅⋅++

n
n dxdxgdxgdxdxg 2

2
22

22
12

12 )()( +⋅⋅⋅+++

+  . . . . . . . . .. . . . . . . . .  .  . . . . . . .  +

22
2

1
1 )( n

nn
n

n
n

n dxgdxdxgdxdxg +⋅⋅⋅⋅+++
2ds = ji

ij dxdxg ),...2,1,( nji = ...(1)

using summation convention.

Where ijg are the functions of the coordinates ix  such that

g = 0≠ijg

The quadratic differential form (1) is called the Riemannian Metric or Metric or line element for n-
dimensional space and such n-dimensional space is called Riemannian space and denoted by nV  and

ijg  is called Metric Tensor or Fundamental tensor..
The geometry based on Riemannian Metric is called the Riemannian Geometry.

THEOREM 3.1 The Metric tensor ijg  is a covariant symmetry tensor of rank two.

Proof: The metric is given by

2ds =
ji

ij dxdxg ...(1)

METRIC TENSOR AND RIEMANNIAN METRIC

CHAPTER – 3
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Let xi be the coordinates in X-coordinate system and ix  be the coordinates in Y-coordinate

system. Then metric ds2 = gij dxidxj transforms to ji
ij xdxdgds =2 .

Since distance being scalar quantity.

So, 2ds = ji
ij

ji
ij xdxdgdxdxg = ...(2)

The theorem will be proved in three steps.
(i) To show that  dxi is a contravariant vector.

If ix = ),...,( 21 ni xxxx

ixd = n
n

ii

i

i

dx
x

x
dx

x

x
dx

x

x

∂
∂

+⋅⋅⋅+
∂
∂

+
∂
∂ 2

2
1

ixd = k
k

i

dx
x

x

∂
∂

It is law of transformation of contravariant vector. So, idx  is contravariant vector..

(ii) To show that ijg  is a covariant tensor of rank two. Since

ixd = k
k

i

dx
x

x

∂
∂

 and  jxd  = l
l

j

x
x

x
∂

∂
∂

from equation (2)

ji
ij dxdxg = l

l

j
k

k

i

ij dx
x

x
dx

x

x
g

∂
∂

∂
∂

ji
ij dxdxg = lk

l

j

k

i

ij dxx
x

x

x

x
g ∂

∂
∂

∂
∂

lk
kl dxdxg = lk

l

j

k

i

ij dxdx
x

x

x

x
g

∂
∂

∂
∂

Since lk
kl

ji
ij dxdxgdxdxg =  (i, j are dummy indices).

lk
l

j

k

i

ijkl dxdx
x

x

x

x
gg 









∂
∂

∂
∂

− = 0

or l

j

k

i

ijkl x

x

x

x
gg

∂
∂

∂
∂

− = 0 as kdx  and ldx  are arbitrary..

klg = l

j

k

j

ij x

x

x

x
g

∂
∂

∂
∂

or ijg = j

l

i

k

kl x

x

x

x
g

∂
∂

∂
∂

So, ijg  is covariant tensor of rank two.
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(iii) To show that ijg  is symmetric. Then ijg  can be written as

ijg = )(
2
1)(

2
1

jiijjiij gggg −++

ijg = ijij BA +

where ijA = )(
2
1

jiij gg +  = symmetric

ijB = )(
2
1

jiij gg −  = Skew-symmetric

Now, ji
ij dxdxg = ji

ijij dxdxBA )( +  from (3)

ji
ijij dxdxAg )( − = ji

ij dxdxB (4)

Interchanging the dummy indices in ji
ij dxdxB , we have

ji
ij dxdxB = ji

ji dxdxB
ji

ij dxdxB = ji
ij dxdxB−

Since ijB  is Skew-symmetric i.e., jiij BB −=

ji
ij

ji
ij dxdxBdxdxB + = 0

ji
ij dxdxB2 = 0

⇒ ji
ij dxdxB = 0

So, from (4),

ji
ijij dxdxAg )( − = 0

⇒ ijg = ijA  as ji dxdx ,  are arbitrary..

So, ijg  is symmetric since ijA  is symmetric. Hence ijg  is a covariant symmetric tensor of rank
two. This is called fundamental Covariant Tensor.

THEOREM 3.2 To show that ji
ij dxdxg  is an invariant.

Proof: Let ix  be coordinates of a point in X-coordinate system and ix  be coordinates of a same  point
in Y-coordinate system.

Since ijg  is a Covariant tensor of rank two.

Then, ijg = ji

k

kl x

x

x

x
g

∂
∂

∂
∂ 1
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⇒ j

l

i

k

klij x

x

x

x
gg

∂
∂

∂
∂

− = 0

ji
j

l

i

k

klij dxdx
x

x

x

x
gg 











∂
∂

∂
∂

− = 0

)( ji
ij dxdxg = ji

j

l

i

k

kl dxdx
x

x

x

x
g

∂
∂

∂
∂

= j
j

l
i

i

k

kl dx
x

x
dx

x

x
g

∂
∂

∂
∂

ji
ij dxdxg = lk

kl dxdxg

So, ji
ij dxdxg  is an ivariant.

3.2 CONJUGATE METRIC TENSOR: (CONTRAVARIANT TENSOR)

The conjugate Metric Tensor to ijg , which is written as ijg , is defined by

ijg = g

Bij
 (by Art.2.16, Chapter 2)

where ijB  is the cofactor of ijg  in the determinant 0≠= ijgg .

By theorem on page 26

kj
ij AA = k

iδ

So, kj
ij gg = k

iδ

Note (i) Tensors g ij  and g ij are Metric Tensor or Fundamental Tensors.
(ii) g ij is called first fundamental Tensor and g ij

 second fundamental Tensors.

EXAMPLE 1

Find the Metric and component of first and second fundamental tensor is cylindrical coordinates.

Solution

Let (x1, x2, x3) be the Cartesian coordinates and ),,( 321 xxx  be the cylindrical coordinates of a
point. The cylindrical coordinates are given by

,cosθrx =  ,sin θ= ry  zz =

So that

zxyxxx === 321 ,,  and  zxxrx =θ== 321 ,, ...(1)

Let ijg  and ijg  be the metric tensors in Cartesian coordinates and cylindrical coordinates

respectively.
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The metric in Cartesian coordinate is given by

2ds = 222 dzdydx ++

2ds = 232221 )()()( dxdxdx ++ ...(2)

But 2ds = ji
ij dxdxg

= ++ 21
12

21
11 )( dxdxgdxg  12

21
31

13 dxdxgdxdxg +

+ 22
22 )(dxg 32

23 dxdxg+ 13
31 dxdxg+

23
32 dxdxg+  33

33 )(dxg+ ...(3)

Comparing (2) and (3), we have

1332211 === ggg  and 0323123211312 ====== gggggg

On transformation

,
j

j

i

i

ijij x

x

x

x
gg

∂
∂

∂
∂

=  since ijg  is Covariant Tensor of rank two. (i, j = 1, 2, 3)

for i = j = 1.

11g =

2

1

3

331

2

22

2

1

1

11 










∂

∂
+











∂

∂
+











∂

∂

x

x
g

x

x
g

x

x
g

since 0321312 ==⋅⋅⋅== ggg .

11g =
2

33

2

22

2

11 







∂
∂

+







∂
∂

+







∂
∂

r
z

g
r
y

g
r
x

g

Since ,θ= cosrx  ,sin θ= ry zz =

,cosθ=
∂
∂
r
x ,sin θ=

∂
∂
r
y 0=

∂
∂
r
z

and 1332211 === ggg .

11g = 0sincos 22 +θ+θ

11g = 1
Put i = j = 2.

22g =

2

2

3

33

2

2

2

22

2

2

1

11 








∂
∂

+








∂
∂

+








∂
∂

x

x
g

x

x
g

x

x
g

22g =
2

33

2

22

2

11 







∂
∂

+







∂
∂

+







∂
∂

θθθ
z

g
y

g
x

g
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Since  1332211 === ggg

,sin θ−=
θ∂

∂ rx
 ,cosθ=

θ∂
∂ ry

 0=
θ∂

∂z

22g = ( ) ( ) 0cossin 22 +θ+θ− rr

= θ+θ 2222 cossin rr

22g = 2r
Put i = j = 3.

33g = 








∂
∂

+








∂
∂

+








∂
∂

3

3

333

2

22

2

3

1

11
x

x
g

x

x
g

x

x
g

= 







∂
∂

+







∂
∂

+







∂
∂

z
z

g
z
y

g
z
x

g 3322

2

11

Since ,0=
∂
∂
z
x

 ,0=
∂
∂
z
y

 1=
∂
∂
z
z

. So, 133 =g .

So, ,111 =g  2
22 rg = , 133 =g

and 0323123211312 ====== gggggg

(i) The metric in cylindrical coordinates

2ds =
ji

ij xdxdg .3,2,1, =ji

2ds = ( ) ( ) ( )23
33

22
22

21
11 xdgxdgxdg ++

since 0321312 ==⋅⋅⋅== ggg

2ds = 2222 )( φθ ddrdr ++

(ii) The first fundamental tensor is

ijg =  
















=
















100

00

001
2

333231

232221

131211

r

ggg

ggg

ggg

since g =

100

00

001
2rg ij =

g = 2r
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(iii) The cofactor of g are given by

,2
11 rB =  ,122 =B  2

33 rB =
and 0323123132112 ====== BBBBBB

The second fundamental tensor or conjugate tensor is 
g

B
g ijij = .

11g =
g

gg in   ofcofactor 11

11g = 12

2
11 ==

r

r
g

B

22g = 2
12 1

rg
B

=

33g = 12

2
33 ==

r

r
g

B

and 0323123211312 ====== gggggg

Hence the second fundamental tensor in matrix form is 



















100

0
1

0

001

2r
.

EXAMPLE 2
Find the matrix and component of first and second fundamental tensors in spherical coordinates.

Solution

Let ),,( 321 xxx  be the cartesian coordinates and ),,( 321 xxx  be the spherical coordinates of a

point. The spherical coordinates are given by
,cossin φθ= rx  ,sinsin φθ= ry  θ= cosrz

So that zxyxxx === 321 ,,  and φθ === 321 ,, xxrx

Let ijg  and ijg  be the metric tensors in cartesian and spherical coordinates respectively..

The metric in cartesian coordinates is given by
2ds = 222 dzdydx ++

2ds = ( ) ( ) ( )232221 dxdxdx ++

But 2ds = ;ji
ij dxdxg  ( )3,2,1, =ji
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⇒ 1332211 === ggg  and 0323121132312 ====== gggggg

On transformation

ijg = j

j

i

i

ij
x

x

x

x
g

∂

∂

∂

∂

(since ijg  is covariant tensor of rank two) (where i, j = 1,2,3).

ijg = 1

33

33

22

22

11

11 x

x

x

x
g

x

x

x

x
g

x

x

x

x
g

ijiji ∂
∂

∂
∂

+
∂
∂

∂
∂

+
∂
∂

∂
∂

since i, j are dummy indices.
  Put i = j = 1

11g =

2

1

3

33

2

1

2

22

2

1

1

11 








∂
∂

+








∂
∂

+








∂
∂

x

x
g

x

x
g

x

x
g

11g =
2

33

2

22

2

11 







∂
∂

+







∂
∂

+







∂
∂

r
z

g
r
y

g
r
x

g

Since ,cossin φθ= rx  ,sinsin φθry =  θ= cosrz

r
x

∂
∂

= ,cossin φθ  ,sinsin φθ=
∂
∂
r
y

 θ=
∂
∂ cos
r
z

and 1332211 === ggg .
So,

11g = ( ) ( ) θ+φθ+φθ 222 cossinsincossin

11g = 1
put i = j = 2

22g =

2

2

3

332

2

22

2

2

1

11 








∂
∂

+








∂
∂

+








∂
∂

x

x
g

x

x
g

x

x
g

22g =
2

33

2

22

2

11 







θ∂
∂

+







θ∂
∂

+







θ∂
∂ z

g
y

g
x

g

since 1332211 === ggg

 ,coscos φθ=
θ∂

∂ rx
 ,sincos φθ=

θ∂
∂ ry

 θ−=
θ∂

∂ sinrz

22g = ( ) ( ) ( )222 sinsincoscoscos θ−+φθ+φθ rrr

22g = 2r
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Put i = j = 3

33g =

2

3

3

33

2

3

2

22

2

3

1

11 








∂
∂

+








∂
∂

+








∂
∂

x

x
g

x

x
g

x

x
g

33g =

2

33

2

22

2

11 







φ∂

∂
+








φ∂

∂
+








φ∂

∂ z
g

y
g

x
g

since 1332211 === ggg

and 0,cossin,sinsin =
φ∂

∂
φθ=

φ∂
∂

φθ−=
φ∂

∂ z
r

y
r

x

33g = ( ) ( ) 0cossinsinsin 22 +φθ+φθ− rr

33g = θ22 sinr
So, we have

,111 =g  ,2
22 rg =  θ= 22

33 sinrg

and 0323123211312 ====== gggggg

(i) The Metric in spherical coordinates is

2ds = ;ji
ij xdxdg  3,2,1, =ji

2ds = ( ) ( ) ( )23
33

22
22

21
11 xdgxdgxdg ++

2ds = 222222 sin φθ+θ+ drdrdr

(ii) The Metric tensor or first fundamental tensor is

ijg =
















θ

=
















22

2

333231

232221

131211

sin00

00

001

r

r

ggg

ggg

ggg

and

g = θ
θ

24

22

2 sin

sin00

00

001

r

r

rg ij ==

(iii) The cofactor of g are given by ,111 =B  ,2
22 rB =  θ= 22

33 sinrB  and == 2112 BB

== 1331 BB  03223 == BB

The second fundamental tensor or conjugate tensor is 
g

B
g ijij = .
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11g =
g

B
g

gg 1111 in   ofcofactor 
=

=
θ
θ

24

24

sin

sin

r

r

11g = 1

22g =
θ
θ

= 24

22
22

sin

sin

r

r
g

B

22g = 2

1
r

33g =
θ

= 24

2
33

sinr

r
g

B

33g =
θ22 sin

1

r

and 03231211312 ===== ggggg

Hence the fundamental tensor in matrix form is

ijg =
















333231

232221

131211

ggg

ggg

ggg

=























θ22

2

sin

1
00

0
1

0

000

r

r

EXAMPLE 3
If the metric is given by

2ds = ( ) ( ) ++
2221 35 dxdx ( ) −

234 dx 3221 46 dxdxdxdx +

Evaluate (i) g  and (ii) ijg .

Solution

The metric is 2ds  = ;ji
ij dxdxg )3,2,1,( =ji

2ds = ( ) 12
21

31
13

21
12

21
11 dxdxgdxdxgdxdxgdxg +++

23
33

23
32

13
31

32
23

22
22 )()( dxgdxdxgdxdxgdxdxgdxg +++++

Since ijg  is symmetric jiij gg =⇒

i.e., 12g = ,21g  31133223 , gggg ==



Metric Tensor and Riemannian Metric 41

So, 2ds = 21
12

23
33

22
22

21
11 2)()()( dxdxgdxgdxgdxg +++

31
13

32
23 22 dxdxgdxdxg ++ ...(1)

Now, the given metric is

2ds = 3221232221 46)(4)(3)(5 dxdxdxdxdxdxdx +−++ ...(2)

Comparing (1) and (2) we have

11g  = ,5 2112123322 362,4,3 ggggg =−=⇒−===

3113322323 0,242 ggggg ====⇒=

g =  4

420

233

035

333231

232221

131211

=−

−

==
ggg

ggg

ggg

g ij

(ii) Let ijB  be the cofactor of ijg in g.

Then

11B = 8
42

23
 ofCofactor 11 ==g

22B = 20
40

05
 ofCofactor 22 ==g

33B = 6
33

35
 ofCofactor 33 =

−
−

=g

12B = 2112 12
40

23
 ofCofactor Bg ==

−
−=

13B = 3113 6
20

33
 ofCofactor Bg =−=

−
=

23B = 3223 10
20

35
– ofCofactor Bg =−=

−
=

Since g ij  = g

Bij

We have

;2
4
81111 ===

g
B

g  ,522 =g  ,
2
333 =g  ,32112 == gg  ,

2
33113 −== gg  2

53223 −== gg
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Hence,

ijg =

























−−

−

−

2
3

2
5

2
3

2
5

53

2
3

32

3.3 LENGTH OF A CURVE

Consider a continuous curve in a Riemannian nV  i.e., a curve such that the coordinate ix  of any
current point on it are expressible as functions of some parameter, say t.

The equation of such curve can be expressed as

ix = )(txi

The length ds of the arc between the points whose coordinate s are ix  and ii dxx +  given by

2ds =
ji

ij dxdxg

If s be arc length of the curve between the points 1P  and 2P  on the curve which correspond to

the two values 1t  and 2t  of the parameter t.

s = ∫ ∫ 







=

2

1

2

1

21
P

P

t

t

ji

ij dt
dt

dx
dt

dx
gds

NULL CURVE

If 0=
dt

dx
dt
dx

g
ji

ij  along a curve. Then s = 0. Then the points 1P  and 2P  are at zero distance, despite

of the fact that they are not coincident. Such a curve is called minimal curve or null curve.

EXAMPLE 4

A curve is in spherical coordinate xi is given by

1x = ,t  





= −

t
x

1
sin 12  and 12 23 −= tx

Find length of arc 1 ≤ t ≤ 2.

Solution

In spherical coordinate, the metric is given by

2ds = 23221222121 )()sin()()()( dxxxdxxdx ++
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given 1x = ,t  ,1sin 12

t
x −=  12 23 −= tx

1dx = dt , ,
1

1
1

1
22

2 dt
t

t

dx 





−







−

=  ( ) dtttdx 21
2
12

2123 −
−⋅=

2dx = ,
12 −

−
tt

dt
 dt

t

t
dx

1

2
2

3

−
=

2ds = ( )
2

2

2

1

2

2

22

1

21
sinsin

1 










−














+











−
−+ − dt

t

t
t

t
tt

dt
tdt

2ds = ( )2

2

2

2

2
2

1

4

1
dt

t

t

t

dt
dt

−
+

−
+

2ds = 2
2

2

1

5
dt

t

t

−

ds = dt
t

t

1
5

2 −

Now, the length of arc, ,21 ≤≤ t  is

∫
2

1

t

t
ds = ∫ 










 −
=

−

2

1

2

1

2

2 21
1

2
5

1
5

t
dt

t

t
= 15  units

3.4 ASSOCIATED TENSOR

A tensor obtained by the process of inner product of any tensor r

s

iii
jjjA ...

...
21

21
 with either of the fundamental

tensor ijg  or ijg  is called associated tensor of given tensor..

e.g. Consider a tensor ijkA  and form the following inner product

ijk
i Ag α = ;α

jkA  αααα == ijijk
k

ikijk
j AAgAAg ;

All these tensors are called Associated tensor of ijkA .

Associated Vector

Consider a covariant vector iA . Then k
i

ik AAg =  is called associated vector of iA . Consider a

contravariant vector jA . Then k
j

jk AAg =  is called associated vector of jA .
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3.5 MAGNITUDE OF VECTOR

The magnitude or length A of contravariant vector .iA  Then A  is defined by

A = ji
ij AAg

or 2A = ji
ij AAg

Also, j
j AAA =2  as j

i
ij AAg =

i.e., square of the magnitude is equal to scalar product of the vector and its associate.

The magnitude or length A of covariant vector iA . Then A  is defined by

A = ji
ij AAg

or 2A = ji
ij AAg

A vector of magnitude one is called Unit vector. A vector of magnitude zero is called zero vector
or Null vector.

3.6 SCALAR PRODUCT OF TWO VECTORS
Let A

r
 and B

r
 be two vectors. Their scalar product is written as BA

rr
⋅  and defined by

BA
rr

⋅ = i
i BA

Also, BA
rr

⋅ = ji
iji

i BAgBA =  since j
iji BgB =

BA
rr

⋅ = ji
iji

i BAgBA =  since j
iji BgB =

Thus

AA
rr

⋅ = 2AAAgAA ji
iji

i ==

i.e., A = ji
ij AAgA =

r

Angle between two vectors
Let A

r
 and B

r
 be two vectors. Then

BA
rr

⋅ = θcosBA
rr

⇒ θcos =
ji

ij
ji

ij

ji
ij

BBgAAg

BAg

BA

BA
=

⋅ rr
rr

since A
r

= ji
ij AAg ; B

r
 = ji

ij BBg

This is required formula for θcos .

Definition

The inner product of two contravariant vectors A
r

 )or ( iA  and B
r

)or ( iB  associated with a symmetric

tensor ijg  is defined as ji
ij BAg . It is denoted by

),( BAg
rr

=
ji

ij BAg
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THEOREM 3.3 The necessary and sufficient condition that the two vectors A
r

 and B
r

 at 0 be orthogonal
if 0),( =BAg

rr

Proof: Let θ  be angle between the vectors A
r

 and B
r

 then

BA
rr

⋅ = θcosBA
rr

or BA
rr

⋅ = θcosAB

ji
ij BAg = θcosAB

⇒ θcos =
AB

BAg ji
ij ...(1)

If A
r

 and B
r

 are orthogonal then 0cos
2

=θ⇒π=θ  then from (1)

ji
ij BAg = 0

⇒ ( )BAg
rr

, = 0 since ( )BAg
rr

,  = 
ji

ij BAg

Conversely if 0=ji
ij BAg  then from (1)

θcos =
2

0 π=θ⇒ .

So, two vectors A
r

 & B
r

 are orthogonal. Proved.

Note:  (i) If A
r

 and B
r

 be unit vectors. Then BA
rr

= = 1. Then

θcos = BA
rr

⋅ = 
ji

ij BAg

(ii) Two vectors A
r

 and B
r

 will be orthogonal if angle between them is 
2
π

 i.e., 
2
π

=θ  then

θcos =
2

cos
π

=θ = 0

3.7 ANGLE BETWEEN TWO VECTORS

THEOREM 3.4 To show that the definition of the angle between two vectors is consistent with the
requirement cos2θ ≤ 1.

OR
To justify the definition of the angle between two vectors.

OR
To show that the angle between the contravariant vectors is real when the Riemannian Metric is
positive definition.
Proof: Let θ be the angle between unit vectors A

r
 and B

r
 then

θcos = i
i

ij
ij

i
ij

j
j

j
ji

ij BABAgBBABABAg ====
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To show that θ is real i.e., |cosθ| ≤ 1.

Consider the vector ii mBlA +  when l  and m  are scalars. The square of the magnitude of

ii mBlA + = )()( jjii
ij mBlAmBlAg ++

=
ji

ij
ji

ij
ji

ij
ji

ij BBgmABmBlmAgAAlg 22 lg +++

= 22 cos2 mlml +θ+
Since

ji
ij AAg = ;12 =A  .12 == BBBg ji

ij

and

ji
ij BAg = ;cosθ  as A

r
 & B

r
 are unit vector i.e., 11 2 =⇒= AA

r
.

Since square of magnitude of any vector .0≥
So, the square of the magnitude of .0≥+ ii mBlA
or 22 cos2 mlml +θ+ ≥ 0

( ) θ−+θ+ 2222 coscos mmml ≥ 0

)cos1()cos( 222 θ−+θ+ mml ≥ 0
This inequality holds for the real values of l & m.

if θ− 2cos1 ≥ 0

⇒ θ2cos ≤ 1

θcos ≤ 1
Proved.

THEOREM 3.5 The magnitude of two associated vectors are equal.
Proof: Let A and B be magnitudes of associate vectors Ai and Ai respectively. Then

2A =
ji

ij AAg ...(1)
and

2B = ji
ij AAg ...(2)

From equation (1)
2A = ji

ij AAg )(

2A = j
j AA ...(3)

since ji
ij AAg =  (Associate vector)

From equation (2)

2B = ji
ij AAg )(

2B = j
j AA ...(4)
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since j
i

ij AAg =

from (3) and (4)
2A = 2B

⇒ A = B

So, magnitude of iA  and iA  are equal.

3.8 ANGLE BETWEEN TWO COORDINATE CURVES

Let a nV  referred to coordinate )...,2,1(, nix i = . For a coordinate curve of parameter xl, the coordinate
xl alone varies. Thus the coordinate curve of parameter lx  is defined as

ix = ,ic  i∀  except li = ...(1)

where sC i,  are constants.
Differentiating it, we get

idx = 0, i∀ , except li =  and 0≠ldx
Let iA  and iB  be the tangent vectors to a coordinate curve of parameters px  and qx  respectively..

Then

iA = )0...0,,0,...0( pi xdx = ...(2)

iB = )0...0,,0,...0( qi xdx = ...(3)

If θ  is required angle then

θcos =
ji

ij
ji

ij

ji
ij

BBgAAg

BAg

=
qq

qq
pp

pp

qp
pq

BBgAAg

BAg

= qp
qqpp

qp
pq

BAgg

BAg

θcos =
qqpp

pq

gg

g
...(4)

which is required formula for θ .

The angle ijw  between the coordinate curves of parameters ix  and jx  is given by

ijwcos =
jjii

ij

gg

g
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If these curves are orthogonal then

ijwcos = 0
2

cos =π

 ⇒ ijg = 0

Hence the ix  coordinate curve and jx  coordinate curve are orthogonal if 0=ijg .

3.9 HYPERSURFACE
The n equations  xi =  xi (u1) represent a subspace of nV . If we eliminate the parameter u1, we get

(n –1) equations in xj,s which represent one dimensional curve.
Similarly the n equations xi =  xi (u1,u2) represent two dimensional subspace of Vn. If we eliminating

the parameters u1, u2, we get n –2 equations in xi,s which represent two dimensional curve Vn. This
two dimensional curve define a subspace, denoted by V2 of Vn.

Then n equations xi =  xi (u1, u2, ... un–1)  represent n – 1 dimensional subspace Vn–1 of Vn. If we

eliminating the parameters u1, u2, ...un–1, we get only one equation in sx i,  which represent n –1
dimensional curve in Vn. This particular curve is called hypersurface of Vn.

Let φ  be a scalar function of coordinates .ix  Then )( ixφ  = constant determines a family of
hypersurface of Vn.

3.10 ANGLE BETWEEN TWO COORDINATE HYPERSURFACE

Let

)( ixφ = constant ...(1)

and )( ixψ = constant ...(2)

represents two families of hypersurfaces.
Differentiating equation (1), we get

i
i

dx
x∂

∂φ
= 0 ...(3)

This shows that ix∂
φ∂

 is orthogonal to .idx  Hence 
ix∂

φ∂
 is normal to constant,=φ since idx  is

tangential to hypersurface (1).

Similarly 
ix∂

ψ∂
 is normal to the hypersurface (2). If ω is the angle between the hypersurface (1)

and (2) then ω  is also defined as the angle between their respective normals. Hence required angle ω
is given by

ωcos =

ji
ij

ji
ij

ji
ij

xx
g

xx
g

xx
g

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

ψψφφ

ψφ

...(4)
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If we take

φ = constant =px ...(5)

and ψ = constant=qx ...(6)
The angle ω  between (5) and (6) is given by

ωcos =

j

q

i

q
ij

j

p

i

p
ij

j

q

i

p
ij

x

x

x

x
g

x

x

x

x
g

x
x

x
xg

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

=
q
j

q
i

ijq
j

p
i

ij

q
j

p
i

ij

gg

g

δδδδ

δδ

ωcos =
qqpp

pq

gg

g
...(7)

The angle ijω  between the coordinate hypersurfaces of parameters ix  and jx  is given by

ijωcos =
jjii

ij

gg

g
...(8)

If the coordinate hypersurfaces of parameters ix  and jx  are orthogonal then

ijω = 2
π

⇒ ijωcos = 0

from (8), we have 0=ijg .

Hence the coordinate hypersurfaces of parameters xi and xj are orthogonal if 0=ijg .

3.11 n-PLY ORTHOGONAL SYSTEM OF HYPERSURFACES
If in a nV  there are n families of hypersurfaces such that, at every point, each hypersurface is orthogonal
to the 1−n  hypersurface of the other families which pass through that point, they are said to form as
n-ply orthogonal system of hypersurfaces.

3.12 CONGRUENCE OF CURVES

A family of curves one of which passes through each point of  nV  is called a congruence of curves.

3.13 ORTHOGONAL ENNUPLE
An orthogonal ennuple in a Riemannian nV  consists of n mutually orthogonal congruence of curves.
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THEOREM 3.6 To find the fundamental tensors ijg  and ijg  in terms of the components of the unit

tangent ),...2,1( nheh =  to an orthogonal ennuple.

Proof: Consider n unit tangents ),...2,1( nhe i
h =  to conguence ),...2,1( nheh =  of an orthogonal ennuple

in a Riemannian nV . The subscript h followed by an upright bar simply distinguishes one congruence
from other. It does not denote tensor suffix.

The contravariant and covariant components of |he  are denoted by |he  and ihe |  respectively..

Suppose any two congruences of orthogonal ennuple are |he  and |ke  so that

j
k

i
hij eeg || = h

kδ ...(1)

ik
i
h ee || = h

kδ

from (1),
j

k
i
hij eeg || = 0

and
j

h
i
hij eeg || = 1

We define

i
he | =

ih

ihih

e

ee

|

|| t determinanin   ofcofactor 

Also, from the determinant property, we get

∑
=

n

h
jh

i
h ee

1
|| =  i

jδ ...(2)

Multiplying by jke

∑
=

n

h
jh

i
h ee

1
|| g j k = jki

j gδ

or ∑
=

n

h

k
h

i
h ee

1
|| = ikg ...(3)

Again multiplying (2) by .ikg

∑
=

n

h
ikjh

i
h gee

1
|| = ik

i
j gδ

or jkg = ∑ jhkh ee || ...(4)

from (3) and (4)

ijg = ∑
=

n

h
jhih ee

1
|| ...(5)
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ijg = ∑
=

n

h

j
h

i
h ee

1
|| ...(6)

This is the required results.

Corollary: To find the magnitude of any vector u is zero if the projections of u on |he  are all zero.

Proof: Let

iu = ∑
=

n

h

i
hh eC

1
| ...(7)

Then

ik
i eu | = ∑∑

==

=δ=
n

h
k

h
kh

n

h
ik

i
hh CCeeC

11
||

or kC = ik
i eu | ...(8)

i.e., kC =  projection of iu  on ike |

Using (8), equation (7) becomes

iu = ∑
=

n

h

i
kjh

j eeu
1

||

Now,

2u = 



















= ∑∑

k
ikk

h

i
hhi

i eCeCuu ||  from (7)

= ∑
kh

ik
i
hkh eeCC

,
||

= ∑ δ
kh

h
kkh CC

,

= ∑
h

hhCC

2u = ( )∑
=

n

h
hC

1

2

This implies that u = 0 iff 02 =u  iff 0=hC .
Hence the magnitude of a vector u is zero iff all the projections of u (i.e. of ui) on n mutually

orthogonal directions i
he |  are zero.
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Miscellaneous Examples
1. If p and q  are orthogonal unit vectors, show that

kjih
ijhkikhj qpqpgggg )( − = 1

Solution

Since p and q  are orthogonal unit vectors. Then
j

iij qpg = 0, 122 == qp .

Now,
kjih

ijhkikhj qpqpgggg )( − =
jikh

ijhk
kijh

ikhj pqqpggqqppgg −

= )()()()( ji
ij

kj
hk

ki
ik

jh
hi pqgqpgqqgppg −

= p2.q2 – 0.0
= 1 . 1

= 1 (since 0&1 == kh
hk

jh
hi qpgppg )

2. If θ  is the inclination of two vectors A and B show that

θ2sin = kjjh
ikhj

kijh
ijhkikhi

BBAAgg

BBAAgggg )( −

Solution

If θ   be the angle between the vectors A and B then

θcos =
ki

ik
ji

ij

ij
ij

BBgAAg

BAg

But θ−=θ 22 cos1sin

θ2sin =
)()(

)()(
1 ki

ik
jh

hj

kh
hk

ji
ij

BBgAAg

BAgABg
−

= kijh
ikhj

kijh
ijhkikhj

BBAAgg

BBAAgggg )( −

3. If ijX  are components of a symmetric covariant tensor and u, v are unit orthogonal to w and

satisfying the relations

j
i

ijij wugX γ+α− )( = 0

j
i

ijij wvgX δ+β− )( = 0

where α ≠ β prove that u and v are orthogonal and that
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ji
ij vuX = 0

Solution

Suppose Xij is a symmetric tensor. Since ji vu ,  are orthogonal to iw  then

i
i wu = 0 ...(1)

i
i wv = 0 ...(2)

given j
i

ijij wugX γ+α− )( = 0 ...(3)

j
i

ijij wvgX δ+β− )( = 0 ...(4)

where α ≠ β.

Multiply (3) & (4) by jj uv ,  respectively and using (1) and (2), we have
ji

ijij vugX )( α− = 0 ...(5)
ji

ijij uvgX )( β− = 0 ...(6)

Interchanging the suffixes i & j  in the equation (6) and since ijij Xg ,  are symmetric, we get
ji

ijij vugX )( α− = 0 ... (7)

Subtract (6) & (7) we get
ji

ij vug)( α−β = 0

Since α≠β  and .0≠α−β
Hence,

ji
ij vug = 0 ...(8)

So, u and v are orthogonal.
Using (8) in equation (5) & (6), we get

ii
ij vuX = 0 Proved.

4. Prove the invariance of the expression ndxdxdxg ...21  for the element volume.

Solution

Since ijg  is a symmetric tensor of rank two. Then

ijg = klj

l

i

k

g
x

x

x

x

∂
∂

∂
∂

Taking determinant of both sides

ijg = klj

l

i

k

g
x

x

x

x

∂
∂

∂
∂

Since J
x
x

=
∂
∂

 (Jacobian)

klg = g & gg ij =
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So,
g = 2gJ

or

J = g
g

Now, the transformation of coordinates from lx  to ix , we get

ndxdxdx ...21 =
nxdxdxd

x
x

...21

∂
∂

= nxdxdxJd ...21

ndxdxdx ...21 =
nxdxdxd

g
g ...21

ndxdxdxg ...21 = nxdxdxdg ...21

So, the volume element ndxdxdxgdv ...21=  is invariant.

EXERCISES

1. For the Metric tensor gij defined gkl and prove that it is a contravariant tensor.

2. Calculate the quantities g i j  for a V3 whose fundamental form in coordinates u, v, w, is

hdudvgdwdufdvdwcdwbdvadu 222222 +++++

3. Show that for an orthogonal coordinate system

g11 =
11

1
g

,  g22 = ,
1

22g
  g33 =

33

1
g

4. For a V2 in which GgFgEg === 211211 ,,  prove that

g = gEggFggGgFEG =−==− 2212112 ,,,

5. Prove that the number of independent components of the metric ijg  cannot exceed )1(
2

1
+nn .

6. If vectors ui, vi are defined by ui = g ij uj, v i = g ij v j show that ui = g ij u j, u ivi = uiv i  and ui gijuj = uigijuj

7. Define magnitude of a unit vector. prove that the relation of a vector and its associate vector is
reciprocal.

8. If θ  is the angle between the two vectors iA  and iB  at a point, prove that

θ2
sin = kjih

jkhi

kjih
ijhkikhi

BBAAgg

BBAAgggg )( −

9. Show that the angle between two contravariant vectors is real when the Riemannian metric is positive
definite.



4.1 CHRISTOFFEL'S SYMBOLS

The German Mathematician Elwin Bruno Christoffel defined symbols

[ ]kij , = 








∂

∂
−

∂

∂
+

∂
∂

k

ji

i

kj

j
ki

x

g

x

g

x

g
2
1

, ( )nkji ,...2,1,, = ...(1)

called Christoffel 3-index symbols of the first kind.

and








ji

k
= [ ]lijg lk , ...(2)

called Christoffel 3-index symbols of second kind, where jig  are the components of the metric Tensor

or fundamental Tensor.

There are n distinct Christoffel symbols of each kind for each independent jig . Since jig  is

symmetric tensor of rank two and has )1(
2
1 +nn  independent components. So, the number of

independent components of Christoffel’s symbols are ( ) ( )1
2
11

2
1 2 +=+⋅ nnnnn .

THEOREM 4.1 The Christoffel's symbols [ ]kij ,  and 








ji

k
 are symmetric with respect to the indices i

and j.
Proof: By Christoffel’s symbols of first kind

[ ]kij , = 








∂

∂
−∂

∂

∂
+

∂
∂

k

ij

i

jk

j
ik

x

g

x

g

x

g
2
1

Interchanging i and j, we get

[ ]kji , = 








∂

∂
−

∂
∂

+
∂

∂
k

ji

j
ik

i

jk

x

g

x

g

x

g

2
1

CHRISTOFFEL'S SYMBOLS AND COVARIANT

DIFFERENTIATION

CHAPTER – 4
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= 








∂

∂
−

∂

∂
+

∂
∂

k

ji

i

kj

j
ki

x

g

x

g

x

g
2
1

 since jiij gg =

],[ kji = ],[ kij

Also, by Christoffel symbol of second kind









ji

k
= [ ]lijg lk ,

= [ ]ljig lk ,  since [ ] [ ]ljilij ,, =









ji

k
=









ij

k

Proved.

THEOREM 4.2  To prove that

(i) [ ]mij ,  = 












ji

k
g mk

(ii) [ ] [ ]ijkjik ,, + = k
ij

x

g

∂

∂

(iii) k
ij

x

g

∂

∂
=









−








−
km

j
g

kl

i
g imjl

Proof: (i) By Christoffel’s symbol of second kind









ji

k
= [ ]lijg lk ,

Multiplying this equation by ,mkg  we get













ji

k
g mk = [ ]lijgg lk

mk ,

= [ ]lijl
m ,δ  as l

m
lk

mk gg δ=









ji

k
gkm = [ ]mij ,

(ii) By Christoffel’s symbol of first kind

[ ]jik , = 








∂
∂

−
∂

∂
+

∂

∂
j
ki

k

ji

i

jk

x

g

x

g

x

g

2
1

...(1)

and [ ]ijk , = 








∂

∂
−

∂

∂
+

∂
∂

i

jk

k

ji

j
ki

x

g

x

g

x

g
2
1

...(2)

adding (1) and (2),

[ ] [ ]ijkjik ,, + = 








∂

∂
+

∂

∂
k

ji

k

ji

x

g

x

g

2
1

 since jiij gg =
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[ ] [ ]ijkjik ,, + = k
ij

k
ij

x

g

x

g

∂

∂
=

∂

∂
⋅ 2

2
1

(iii) Since i
llj

ij gg δ= .

Differentiating it w.r.t. to kx , we get

k

ij

ljk
ljij

x

g
g

x

g
g

∂
∂

+
∂

∂
= 0

Multiplying this equation by lmg , we get

k

ij

lj
lm

k
ljlmij

x

g
gg

x

g
gg

∂
∂

+
∂

∂
= 0

k

ij

lj
lm

x

g
gg

∂
∂

= k
ljlmij

x

g
gg

∂

∂
−

k

ij
m
j x

g

∂
∂

δ = [ ] [ ]{ }ljkjlkgg lmij ,, +−  since [ ] [ ] .,, ljkjlk
x

g
k
lj +=

∂

∂

k

im

x

g

∂
∂

=

k

im

x

g

∂
∂

=








−








−
kj

m
g

kl

i
g ijlm

Interchanging m and j, we get

k

ij

x

g

∂
∂

=












−












−
km

j
g

kl

i
g imlj

or k

ij

x

g

∂
∂

=








−








−
km

j
g

kl

i
g imij  as jllj gg =

Proved.

THEOREM 4.3 To show that 
( )
jx

g
ji

i
∂

∂
=







 log

Proof: The matrix form of ikg  is

ikg =





















nnnn

n

n

ggg

Ggg

ggg

...

...

...

21

22221

11211

M

[ ]{ } [ ]{ }ljkggjlkgg lmijijlm ,, −−
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and ikgg = =

gnngg

ggg

ggg

nn

n

n

...

...

...

21

22221

11211

M

But l
k

il
ik gg δ=

Take .kl =
ik

ik gg = 1=δk
k

⇒ ikg = [ ] 1−
ikg  = 

g
Gik  (Theorem 2.13 , Pg 25)

where ikG  is cofactor of ikg  in the determinant ikg

⇒ g = ikikGg ...(1)

Differentiating w.r.t. ikg  partially

ikg
g

∂
∂

= ikG  since 1=
∂
∂

ik

ik

g
g

Now,

jx

g

∂
∂

= j
ik

ik x

g
g
g

∂
∂

∂
∂

= j
ik

ik
x

g
G

∂
∂

But ik
ik ggG =

jx

g

∂
∂

= j
ikik

x

g
gg

∂
∂

jx

g
g ∂

∂1
= j

ikik

x

g
g

∂
∂

jx

g
g ∂

∂1
= [ ] [ ]{ }kijijkg ik ,, +  as [ ] [ ]kijijk

x

g
j

ik ,, +=
∂
∂

= [ ] [ ]kijgijkg ikik ,, +

=








+








ji

i

kj

k
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jx

g
g ∂

∂1
=









+








ij

i

ij

i
 as k  is dummy indices

jx

g
g ∂

∂1 =








ij

i
2

jx

g
g ∂

∂
2
1

=








ij

i

jx

g

∂

∂ )log(
=













ij

i
Proved.

EXAMPLE 1

If 0≠ijg  show that







 β

∂
∂

αβ kix
g

j = [ ] [ ] [ ]( )βα+αβ










 β

−α
∂
∂

,,, jj
ki

ik
x j

Solution

By Christoffel’s symbol of second kind







 β

ki
= [ ]αβα ,ikg

Multiplying it by αβg , we get







 β

αβ ki
g = [ ]αβα

αβ ,ikgg











 β

αβ
ki

g = [ ]α,ik  as 1=βα
αβ gg

Differentiating it w.r.t. to jx  partially
















 β

∂
∂

αβ ki
g

x j  = [ ]α
∂
∂

,ik
x j

jj x

g

kikix
g

∂

∂











 β

+










 β

∂

∂ βα
αβ =  [ ]α,ik

x j∂
∂

since  jx

g

∂

∂ αβ
= [ ] [ ]αβ+βα ,, jj

]),[],([ αβ+βα






 β

+






 β

∂

∂
αβ jj

kikix
g

j  = [ ]α
∂
∂

,ik
x j
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





 β

∂
∂

αβ kix
g

j = [ ] [ ] [ ]( )αβ+βα






 β

−α
∂
∂

,,, ji
ki

ik
x j Solved.

EXAMPLE 2

Show that if 0=ijg  for ji ≠  then (i)  0=








ji

k
 whenever i, j and k  are distinct.

(ii) i
ii

x

g
ii

i

∂
∂

=






 log

2
1

 (iii) j
ii

x

g
ji

i

∂
∂

=






 log

2
1

 (iv) i
jj

ii x

g

gjj

i

∂

∂
−=









2
1

Solution

The Christoffel’s symbols of first kind

[ ]kij , = 








∂

∂
−

∂
∂

+
∂

∂
k

ij

j
ik

i

jk

x

g

x

g

x

g

2
1

...(1)

(a) If kji ==
The equation (1) becomes

[ ]iii , =
i
ii

x

g

∂
∂

2
1

(b) If kji ≠=
The equation (1) becomes

[ ]kii, = 





∂
∂

∂
∂

+
∂
∂

k
ii

i
ki

i
ki

x

g

x

g

x

g
–

2
1

Since 0=ikg  as ki ≠  (given)

[ ]kii, = k
ii

x

g

∂
∂

−
2
1

 or [ ]
i
jj

x

g
ijj

∂

∂1
−=

2
,

(c) jki ≠=

[ ]iij , = 








∂

∂
−

∂
∂

+
∂

∂
i

ij

j
ii

i

ji

x

g

x

g

x

g

2
1

= ,
2
1

j
ii

x

g

∂
∂

 as ,0=ijg  ji ≠

(d) kji ≠≠

[ ]kij , = 0  as 0=ijg , 0=kjg , kji ≠≠

(i) as i, j, k are distinct i.e., kji ≠≠









ji

k
= [ ]lijg kl ,  since ,0=lkg  lk ≠
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







ji

k
= 0

(ii)








ii

i
= [ ]iiig ii ,

= i
iiii

x

g
g

∂
∂

⋅
2
1

 from (a)

= i
ii

ii x

g
g ∂

∂
2
1

 as 
ii

ii

g
g

1
=









ii

i
= i

ii

x

g

∂
∂ log

2
1

(iii) jki ≠=









ji

i
= [ ]iijg ii ,

= [ ]iij
g ii

,
1

 as 
ii

ii

g
g

1
=









ji

i
= j

ii

x

g

∂
∂ log

2
1

(iv) ikj ≠=









jj

i
= [ ]ijjg ii ,

= i
jj

ii x

g

g ∂

∂
−

2
11

 from (b)









jj

i
= i

jj

ii x

g

g ∂

∂−
2

1
Solved.

EXAMPLE 3

If ,sin 2222222 φθ+θ+= drdrdrds  find the values of

(i) [22, 1] and [13, 3], (ii) 
















31

3
 and

22

1

Solution

The given metric is metric in spherical coordinates, ,1 rx =  ,2 θ=x  .3 φ=x
Clearly,

11g = 1, ,2
22 rg =  θ= 22

33 sinrg  and 0=jig  for ji ≠
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Also, 11g = 1, ,1
2

22

r
g =  θ

=
22

33

sin

1

r
g

 (See Ex. 2, Pg. 39, and ,0=ijg   for .ji ≠ )

(i) Christoffel Symbols of first kind are given by

[ ]kij , = ,
2
1










∂

∂
−

∂
∂

+
∂

∂
k

ij

j
ik

i

jk

x

g

x

g

x

g
 3,2,1,, =kji ...(1)

Taking 2== ji  and 1=k  in (1)

[ ]1,22 = 





∂
∂

−
∂
∂

+
∂
∂

1
22

2
21

2
21

2
1

x

g

x

g

x

g
 Since g21 = 0.

= 








∂
∂

−
∂
∂

+
∂
∂

1

2

22

00
2
1

x

r

xx

= r
r

r
−=

∂
∂

−
2

2
1

Taking 3,1 === kji  in (1)

[ ]3,13 = 





∂
∂

−
∂
∂

+
∂
∂

3
13

3
13

1
33

2
1

x

g

x

g

x

g

=
r

r
∂

θ∂ 2sin
2
1 2

 since 013 =g

[ ]3,13 = θ2sinr
(ii) Christoffel symbols of the second kind are given by









ji

k
= [ ] [ ] [ ] [ ]3,2,1,, 321 ijgjigijglijg kkkkl ++=

Taking k = 1, i = j = 2.









22

1
= [ ] [ ] [ ]3,222,221,22 131211 ggg ++









22

1
= [ ] [ ] [ ]3,2202,2201,221 ++  Since 01312 == gg









22

1
= r−
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and









31

3
= [ ] [ ] [ ]3,132,131,13 333231 ggg ++

= [ ]3,13
sin

1
22 θr

 Since 03231 == gg









31

3
=

r
r

r

1
sin

sin

1 2
22

=θ⋅
θ

4.2 TRANSFORMATION OF CHRISTOFFEL'S SYMBOLS

The fundamental tensors ijg  and ijg  are functions of coordinates ix  and [ ]kij ,  is also function of

coordinates ix . Let ij
ij gg −,  and ],[ kij  in another coordinate system ix .

(i ) Law of Transformation of Christoffel's Symbol for First Kind

Let [ ]kji ,  is a function of coordinate ix  and ],[ kij  in another coordinate system ix . Then

],[ kij = 








∂

∂
−

∂
∂

+
∂
∂

k

ij

j
ik

i
ik

x

g

x

g

x

g
2
1

...(1)

Since ijg  is a covariant tensor of rank two. Then

ijg = pqji

p

g
x

x

x

x

∂
∂

∂
∂ 2

...(2)

Differentiating it w.r.t. to kx , we get

k
ij

x

g

∂

∂
= 









∂
∂

∂
∂

∂
∂

pqj

q

i

p

k
g

x

x

x

x

x

= k

pq

j

q

i

p

pqj

q

i

p

k x

g

x

x

x

x
g

x

x

x

x

x ∂

∂

∂
∂

∂
∂

+








∂
∂

∂
∂

∂
∂

k
ji

x

g

∂

∂
= k

r

r

pq

j

q

i

p

pqjk

q

i

p

j

q

ik

p

x

x

x

g

x

x

x

x
g

xx

x

x

x

x

x

xx

x

∂
∂

∂

∂

∂
∂

∂
∂

+








∂∂
∂

∂
∂

+
∂
∂

∂∂
∂ 22

...(3)

Interchanging i, k and also interchanging p, r in the last term in equation (3)

i
kj

x

g

∂

∂
= i

p

p

rq

j

q

k

r

pqji

q

k

p

j

q

ki

p

x

x

x

g

x

x

x

x
g

xx

x

x

x

x

x

xx

x

∂
∂

∂

∂

∂
∂

∂
∂

+








∂∂
∂

∂
∂

+
∂
∂

∂∂
∂ 22

...(4)
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and interchanging j, k and also interchange q, r in the last term of equation (3)

j
ik

x

g

∂
∂

= q

pr

j

q

k

r

i

p

pqjk

q

i

p

i

q

ij

p

x

g

x

x

x

x

x

x
g

xx

x

x

x

x

x

xx

x

∂

∂

∂
∂

∂
∂

∂
∂

+










∂∂
∂

∂
∂

+
∂
∂

∂∂
∂ 22

...(5)

Substituting the values of equations (3), (4) and (5) in equation (1), we get

],[ kij =




















∂

∂
−

∂

∂
+

∂

∂

∂
∂

∂
∂

∂
∂

+
∂
∂

∂∂
∂

r
pq

p
qr

q
rp

k

r

j

q

i

p

pqk

q

ji

p

x

g

x

g

x

g

x

x

x

x

x

x
g

x

x

xx

x2

2
2
1

],[ kij = 








∂

∂
−

∂

∂
+

∂

∂

∂
∂

∂
∂

∂
∂

+
∂
∂

∂∂
∂

r

pq

p

qr

q

rp

k

r

i

q

i

p

pqk

q

ji

p

x

g

x

g

x

g

x

x

x

x

x

x
g

x

x

xx

x
2
12

],[ kij = [ ]rpq
x

x

x

x

x

x
g

x

x

xx

x
k

r

i

q

i

p

pqk

q

ji

p

,
2

∂
∂

∂
∂

∂
∂

+
∂
∂

∂∂
∂

...(6)

It is law of transformation of Christoffel's symbol of the first kind. But it is not the law of
transformation of any tensor due to presence of the first term of equation (6).

So, Christoffel's symbol of first kind is not a tensor.

(ii) Law of Transformation of Christoffel's Symbol of the Second Kind

Let [ ]












=
ji

k
lijg lk ,  is function of coordinates ix  and 













=
ji

k
lijg kl ],[  in another coordinate system

ix . Then

],[ lij = [ ]rpq
x

x

x

x

x

x
g

x

x

xx

x
l

r

j

q

i

p

pql

q

ji

p

,
2

∂
∂

∂
∂

∂
∂

+
∂
∂

∂∂
∂

 from (6)

As klg  is contravariant tensor of rank two.

klg = st
t

l

s

k

g
x

x

x

x

∂
∂

∂
∂

Now

klg ],[ lij = [ ]rpq
x

x

x

x

x

x
g

x

x

x

x
g

x

x

xx

x
g

x

x

x

x
l

r

j

q

i

p
st

t

l

s

k

pql

q

ji

p
st

t

l

s

k

,
2

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

+
∂
∂

∂
∂

∂
∂

∂
∂

= j

q

i

p

l

r

t

l

s

k

pqji

p
st

l

q

t

l

s

k

x

x

x

x

x

x

x

x

x

x
g

xx

x
g

x

x

x

x

x

x

∂
∂

∂
∂










∂
∂

∂
∂

∂
∂

+
∂
∂










∂
∂

∂
∂

∂
∂ 2

stg [ ]rpq,

= [ ]rpqg
x

x

x

x

x

x
g

xx

x
g

x

x st
j

q

i

p
r
ts

k

pqji

p
st

ts

k

,
2

2

∂
∂

∂
∂

δ
∂
∂

+
∂
∂

δ
∂
∂

 as q
tl

q

t

l

x

x

x

x
δ=

∂
∂

∂
∂

= [ ]rpqg
x

x

x

x

x

x
gg

xx

x

x

x sr
j

q

i

p

s

k

pq
sq

ji

p

s

k

,
2

∂
∂

∂
∂

∂
∂

+
∂∂

∂
∂
∂

 as srstr
t gg =δ
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],[ lijg kl =








∂
∂

∂
∂

∂
∂

+δ
∂∂

∂
∂
∂

qp

s

x

x

x

x

x

x

xx

x

x

x
ji

p

s

k
s
pji

p

s

p 22

Since pq
sq gg = s

pδ  and [ ]








=
qp

s
rpqg sr ,













ji
k

=








∂
∂

∂
∂

∂
∂

+
∂∂

∂
∂
∂

qp

s

x

x

x

x

x

x

xx

x

x

x
j

q

i

p

s

k

ji

s

s

k 2

....(7)

It is law of transformation of Christoffel’s symbol of the second kind. But it is not the law of
transformation of any tensor. So,  Christoffel’s symbol of the second kind is not a tensor.

Also, multiply (7) by  ,
k

s

x

x

∂
∂

 we get











∂

ji
k

xd

x
k

s

=








∂
∂

∂
∂

∂
∂

∂
∂

+
∂∂

∂
∂
∂

∂
∂

qp

s

x

x

x

x

x

x

x

x

xx

x

x

x

x

x
j

q

i

p

s

k

k

s

ji

s

s

k

k

s 2

Since s

k

k

s

x

x

x

x

∂
∂

∂
∂

= 1=δ s
s













∂
∂

ji
k

x

x
k

s

=








∂
∂

∂
∂

+
∂∂

∂
qp

s

x

x

x

x

xx

x
j

q

i

p

ji

s2

ji

s

xx

x

∂∂
∂2

= 







∂
∂

∂
∂−









∂
∂

qp
s

x
x

x
x

ji
k

x
x

j

q

i

p

k

s

...(8)

It is second derivative of sx  with respect to x ’s in the terms of Christoffel’s symbol of second
kind and first derivatives.

THEOREM 4.4 Prove that the transformation of Christoffel’s Symbols form a group i.e., possess the
transitive property.
Proof: Let the coordinates ix  be transformed to the coordinate system ix  and jx  be transformed to ix .

When coordinate ix  be transformed to ix , the law of transformation of Christoffel’s symbols of
second kind (equation (7)) is













ji
k

=












∂

∂

∂

∂

∂

∂
+

∂∂

∂

∂

∂

qp

s

x

x

x

x

x

x

xx

x

x

x
j

q

i

p

s

k

ji

s

s

k 2

...(1)

When coordinate ix  be transformed to ix . Then









vu

r
=













ji
k

 k

r

vu

k

k

r

v

j

u

i

x

x

xx

x

x

x

x

x

x

x

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂ 2
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=








qp

s
 k

r

v

j

u

i

s

k

ji

s

k

r

v

j

u

i

j

q

i

p

s

k

x

x

x

x

x

x

x

x

xx

x

x

x

x

x

x

x

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂ 2

k

r

vu

k

x

x

xx

x

∂
∂

∂∂
∂

+
2









vu

r
= 









qp

s
+

∂

∂

∂∂

∂
+

∂

∂

∂

∂

∂

∂
k

r

vu

k

s

r

v

q

u

p

x

x

xx

x

x

x

x

x

x

x 2

v

j

u

i

s

r

ji

s

x

x

x

x

x

x

xx

x

∂
∂

∂
∂

∂
∂

∂∂
∂ 2

...(2)

as  u

i

i

p

x

x

x

x

∂

∂

∂

∂
= u

p

x

x

∂

∂

Since we know that

u

i

i

s

x

x

x

x

∂
∂

∂
∂

= u

s

x

x

∂
∂

...(3)

Differentiating (3) w.r.t. to ,vx  we get










∂
∂

∂
∂

∂
∂

+
∂
∂










∂
∂

∂
∂

u

i

vi

s

u

i

i

s

v x

x

xx

x

x

x

x

x

x = vu

s

xx

x

∂∂
∂2

vu

i

i

s

u

i

v

j

ji

s

xx

x

x

x

x

x

x

x

xx

x

∂∂
∂

∂
∂

+
∂
∂

∂
∂

∂∂
∂ 22

 = vu

s

xx

x

∂∂
∂2

...(4)

Mutiply (5) by s

r

x

x

∂
∂

.

s

r

s

s

vu

i

s

r

u

i

v

j

ji

s

x

x

x

x

xx

x

x

x

x

x

x

x

xx

x

∂
∂

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂∂
∂ 22

 = s

r

vu

s

x

x

xx

x

∂
∂

∂∂
∂2

Replace dummy index i by k in second term on  L.H.S.

k

r

vu

k

s

r

u

i

v

j

ji

s

x

x

xx

x

x

x

x

x

x

x

xx

x

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂∂
∂ 22

 = s

r

vu

s

x

x

xx

x

∂
∂

∂∂
∂2

...(5)

Using (5) in equation (2), we get









vu

r
= s

r

vu

s

s

r

v

q

u

p

x

x

xx

x

x

x

x

x

x

x
qp

s

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂







 2

...(6)
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The equation (6) is same as the equation (1). This shows that if we make direct transformation
from ix  to ix  we get same law of transformation. This property is called that transformation of
Christoffel's symbols form a group.

4.3 COVARIANT DIFFERENTIATION OF A COVARIANT VECTOR

Let iA  and iA  be the components of a covariant vector in coordinate systems ix  and ix  respectively..
Then

iA = pi

p

A
x

x

∂
∂

...(1)

Differentiating (1) partially w.r.t. to jx ,

j
i

x

A

∂
∂

= j
p

i

p

pij

p

x

A

x

x
A

xx

x

∂

∂

∂
∂

+
∂∂

∂2

j
i

x

A

∂
∂

= j

q

q
p

i

p

pij

p

x

x

x

A

x

x
A

xx

x

∂
∂

∂

∂

∂
∂

+
∂∂

∂2

...(2)

It is not a tensor due to presence of the first term on the R.H.S. of equation (2).
Now, replace dummy index p by s in the first term on R.H.S. of (2), we have

j
i

x

A

∂
∂

= j

q

q
p

i

p

sij

s

x

x

x

A

x

x
A

xx

x

∂
∂

∂

∂

∂
∂

+
∂∂

∂2

...(3)

Since we know that from equation (8), page 65,

ji

s

xx

x

∂∂
∂2

=








∂
∂

∂
∂

−












∂
∂

qp
s

x

x

x

x
ji

k

x

x
j

q

i

p

k

s

 Substituting the value of ji

s

xx

x

∂∂
∂2

 in equation (3), we have

j
i

x

A

∂
∂

= j

q

q
p

i

p

sj

q

i

p

k

s

x

x

x

A

x

x
A

qp

s

x

x

x

x
ji

k

x

x

∂
∂

∂

∂

∂
∂

+






















∂
∂

∂
∂

−












∂
∂

= q
p

j

q

i

p

sj

q

i

p

sk

s

x

A

x

x

x

x
A

qp
s

x

x

x

x
A

x

x
ji

k

∂

∂

∂
∂

∂
∂

+








∂
∂

∂
∂

−
∂
∂













j
i

x

A

∂
∂

= 
















−
∂

∂

∂
∂

∂
∂

+












qp
s

A
x

A

x

x

x

x
A

ji
k

sq
p

j

q

i

p

k
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











−
∂
∂

ji
k

A
x

A
kj

i = 


















−
∂

∂

∂
∂

∂
∂

qp

s
A

x

A

x

x

x

x
sq

p

j

q

i

p

...(4)

Now, we introduce the comma notation

jiA , =








−
∂
∂

ji

k
A

x

A
kj

i ...(5)

Using (5), the equation (4) can be expressed as

jiA , = qpj

q

i

p

A
x

x

x

x
,∂

∂
∂
∂

..(6)

It is law of transformation of a covariant tensor of rank two. Thus, jiA ,  is a covariant tensor of

rank two.

So, jiA ,  is called covariant derivative of iA  with respect to jx .

4.4 COVARIANT DIFFERENTIATION OF A CONTRAVARIANT VECTOR
Let iA  and iA  be the component of contravariant vector in coordinate systems ix  and ix  respectively..
Then

iA = s
s

i

A
x

x

∂
∂

or sA = i
i

s

A
x

x

∂
∂

Differentiating it partially w.r.t. to jx , we get

j

s

x

A

∂
∂

= j

i

i

s
i

ij

s

x

A

x

x
A

xx

x

∂
∂

∂
∂

+
∂∂

∂2

...(1)

Since from equation (8) on page 65,

ij

s

xx

x

∂∂
∂2

=












∂

∂

∂

∂
−













∂

∂

qp

s

x

x

x

x
A

ji

k

x

x
j

q

i

p
i

k

s

substituting the value of ij

s

xx

x

∂∂
∂2

 in the equation (1), we get

j

s

A

A

∂
∂

= j

i

i

s
i

j

q

i

p
i

k

s

x

A

x

x
A

qp
s

x

x

x

x
A

ji
k

x

x

∂
∂

∂
∂

+








∂
∂

∂
∂

−












∂
∂

j

q

q

s

x

A

A

A

∂
∂

∂
∂

= j

i

i

s

j

q
i

i

p
i

k

s

x

A

x

x
qp

s

x

x
A

x

x
A

ji
k

x

x

∂
∂

∂
∂

+








∂
∂

∂
∂

−












∂
∂
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Interchanging the dummy indices i and k in the first term on R.H.S. and put pi
i

p

AA
x

x
=

∂
∂

 we get

j

q

q

s

x

x

x

A

∂
∂

∂
∂

= j

i

i

s
p

j

q
k

i

s

x

A

x

x
qp

s
A

x

x
A

jk
i

x

x

∂
∂

∂
∂

+








∂
∂

−












∂
∂




















+
∂
∂

∂
∂

qp

s
A

x

A

x

x p
q

s

j

q

= 













∂
∂

+












∂
∂

j

i
k

i

s

x

A
A

jk

i

x

x













+
∂
∂

jk
i

A
x

A k
j

i

= 


















+
∂
∂

∂
∂

∂
∂

qp

s
A

x

A

x

x

x

x p
q

s

j

q

s

i

...(2)

Now, we introduce the comma notation

i
jA, =









+
∂
∂

jk

i
A

x

A k
j
i ...(3)

Using (3), the equation (2) can be expressed as

i
jA, = qpj

q

i

p

A
x

x

x

x
,∂

∂
∂
∂

...(4)

It is law of transformation of a mixed tensor of rank two. Thus, iA , j is a mixed tensor of rank

two. jAi ,  is called covariant derivative of iA  with respect to jx .

4.5 COVARIANT DIFFERENTIATION OF TENSORS

Covariant derivative of a covariant tensor of rank two.

Let jiA  and jiA  be the components of a covariant tensor of rank two in coordinate system ix  and ix
respectively then

ijA = pqj

q

i

p

A
x

x

x

x

∂
∂

∂
∂

...(1)

Differentiating (1) partially w.r.t. to kx

k

ij

x

A

∂

∂
= pqj

q

i

p

kk

pq

j

q

i

p

A
x

x

x

x

xx

A

x

x

x

x









∂
∂

∂
∂

∂
∂

+
∂

∂

∂
∂

∂
∂

k

ij

x

A

∂

∂
= pqjk

q

i

p

pqj

q

ik

p

k

r

r
pq

j

q

i

p

A
xx

x

x

x
A

x

x

xx

x

x

x

x

A

x

x

x

x

∂∂
∂

∂
∂

+
∂
∂

∂∂
∂

+
∂
∂

∂

∂

∂
∂

∂
∂ 22

...(2)

as  k
pq

x

A

∂

∂
 = k

r

r
pq

x

x

x

A

∂
∂

∂

∂
 (since pqA  components in ix  coordinate)



70 Tensors and Their Applications

j

q

ki

p

pq x

x

xx

x
A

∂
∂

∂∂
∂2

= j

q

ki

l

lq x

x

xx

x
A

∂
∂

∂∂
∂2

j

q

ki

p

pq x

x

xx

x
A

∂
∂

∂∂
∂2

=












∂
∂

∂
∂









−
∂
∂













∂
∂

k

r

i

p

h

l

j

q

lq x

x

x

x
rp

l

x

x
ki

h

x

x
A

Since we know that from equation (8) on page 65.

ki

l

xx

x

∂∂
∂2

= k

r

i

p

h

l

x

x

x

x
rp

l

x

x
ki
h

∂
∂

∂
∂









−
∂
∂













j

q

ki

p

pq x

x

xx

x
A

∂
∂

∂∂
∂2

= k

r

j

q

i

p

lqjh

l

lq
x

x

x

x

x

x
A

rp
l

x

x

x

x
A

ki
h

∂
∂

∂
∂

∂
∂









−
∂
∂

∂
∂











 2

j

q

ki

p

pq x

x

xx

x
A

∂
∂

∂∂
∂2

= k

r

j

q

i

p

lqhj
x

x

x

x

x

x
A

rp
l

A
ki

h

∂
∂

∂
∂

∂
∂









−












...(3)

as hjA = j

q

h

l

lq x

x

x

x
A

∂
∂

∂
∂

 by equation (1)

and

kj

q

i

p

pq xx

x

x

x
A

∂∂
∂

∂
∂ 2

= kj

l

i

p

pl xx

x

x

x
A

∂∂
∂

∂
∂ 2

=












∂
∂

∂
∂









−
∂
∂













∂
∂

k

r

j

q

h

l

i

p

pl x

x

x

x
rq

l

x

x
kj

h

x

x
A

= pli

p

k

r

j

q

h

l

i

p

pl A
x

x

x

x

x

x
rq

l

x

x

x

x
A

kj
h

∂
∂

∂
∂

∂
∂









−
∂
∂

∂
∂













kj

q

i

p

pq xx

x

x

x
A

∂∂
∂

∂
∂ 2

= plk

r

j

q

i

p

ih A
x

x

x

x

x

x
rq

l
A

kj
h

∂
∂

∂
∂

∂
∂









−












...(4)

Substituting the value of equations (3) and (4) in equation (2) we get,

k

ij

x

A

∂

∂
=



















−







−

∂

∂
rq

lArp
lA

x

A
pllqr

pq
+

∂
∂

∂
∂

∂
∂

k

r

j

q

i

p

x

x

x

x

x

x
 ihhj A

kj
h

A
ki
h













+












hjihk
ij A

ki
h

A
kj

h

x

A













−












−
∂

∂
= 

















−








−
∂

∂

rq

l
A

rp

l
A

x

A
pllqr

pq

k

r

j

q

i

p

x

x

x

x

x

x

∂
∂

∂
∂

∂
∂
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kijA , = hjihk
ij A

ki

h
A

kj

h

x

A









−








−
∂

∂
, then

kijA , = k

r

j

q

i

p

rpq x

x

x

x

x

x
A

∂
∂

∂
∂

∂
∂

,

It is law of transformation of a covariant tensor of rank three. Thus,  Aij,k  is a covariant tensor
of rank three.

So, kijA ,  is called covariant derivative of ijA  w.r.t. to kx .

Similarly we define the covariant derivation xk of a tensors ijA  and i
jA  by the formula

kAij , =








+








+
∂
∂

kl

j
A

kl

i
A

x

A illj
k

ij

and i
kjA , =









−








+
∂

∂

kj

l
A

kl

i
A

x

A i
l

l
jk

i
j

In general, we define the covariant deriavative xk of a mixed tensor lij
cabA ...

...  by the formula

lij
kcabA ...
,... =









+⋅⋅⋅+








+








+
∂

∂
kp

l
A

kp

j
A

kp

i
A

x

A pij
cab

lip
cab

lpj
cabk

lij
cab ...

...
...
...

...

...

...
...









−⋅⋅⋅−








−








−
kc

p
A

kb

p
A

ka

p
A lij

pab
lij
cap

lij
cpb

...
...

...
...

...
...

Note: kiA ,  is also written as ., ikki AA ∇=

4.6 RICCI'S THEOREM

The covariant derivative of Kronecker delta and the fundamental tensors gij and gij is zero.
Proof: The covariant derivative xp of Kronecker delta is

i
kj,δ =









δ−








δ+
∂

δ∂

kj

l

kl

i

x
i
l

l
jk

i
j

=








−








+
kj

i

kj

i
0

i
kj,δ = 0 as 









=








δ=
∂

δ∂

kj

i

kl

i

x
l
jk

i
j ;0

Also, consider first the tensor gij and the covariant derivative of gij is

kijg , =








−








−
∂

∂

kj

m
g

ki

m
g

x

g
immjk

ij
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kijg , = [ ] [ ]ijkjik
x

g
k
ij ,, −−

∂

∂
 as [ ]jik

ki

m
gmj ,=









But k
ij

x

g

∂

∂
= [ ] [ ]ijkjik ,, +

So, kijg , = k
ij

k
ij

x

g

x

g

∂

∂
−

∂

∂

kijg , = 0
W e can perform  a sim ilar calculation for the tensor gij.

Since we know that i
jmj

im gg δ= . Similarly taking covariant derivative, we get
i

kjkmj
im

mj
im
k gggg ,,, δ=+

But  gmj,k = 0 and .0, =δ i
kj  So, 0 as0, ≠= mj

im
k gg

EXAMPLE 4

Prove that if Aij is a symmetric tensor then

j
jiA , = ( )

i
jkjkj

ij x

g
AgA

xg ∂

∂
−

∂
∂

2
11

Solution

Given that ijA  be a symmetric tensor. Then
ijA = jiA ...(1)

We know that

j
kiA , =









−








+
∂
∂

ki

l
A

kl

j
A

x

A j
l

l
ik

j
i

Put ,jk =  we get

j
jiA , =









−








+
∂
∂

ji

l
A

jl

j
A

x

A j
l

l
ij

j
i ...(2)

=
( ) [ ]hijgA

x

g
A

x

A hlj
ll

l
ij

j
i ,

log
−

∂

∂
+

∂
∂

= [ ]hijA
x

g

g

A

x

A jh
j

j
i

j

j
i ,−

∂

∂
+

∂
∂

 since ijA  is symmetric.

j
jiA , =

( ) [ ]kijA
x

gA

g
jk

j

j
i ,

1
−

∂

∂
...(3)
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But

[ ]kijA jk , = 








∂

∂
−

∂
∂

+
∂

∂
k

ij

j
ki

i

jkjk

x

g

x

g

x

g
A

2
1

[ ]kijA jk , = 








∂

∂
−

∂
∂

+
∂

∂
k

ijjk
j

kijk
i

jkjk

x

g
A

x

g
A

x

g
A

2
1

j
kijk

x

g
A

∂
∂

= k
jikj

x

g
A

∂

∂
...(4)

On Interchanging the dummy indices j & k.

j
kijk

x

g
A

∂
∂

= k
jijk

x

g
A

∂

∂
 since jiij AA =

⇒ k
ijjk

j
kijk

x

g
A

x

g
A

∂

∂
−

∂
∂

= 0 as jiij gg = ...(5)

Using (5), equation (4) becomes

[ ]kijA jk , = i
jkjk

x

g
A

∂

∂

2
1

Put the value of [ ]kijA jk ,  in equation (3), we get

j
jiA , =

( )
i

jkjk
j

j
i

x

g
A

x

gA

g ∂

∂
−

∂

∂
2
11

Proved.

EXAMPLE 5

Prove that 
ba ji

k

ji

k









−








 are components of a tensor of rank three where 
ba ji

k

ji

k

















 and

are the Christoffel symbols formed from the symmetric tensors ija  and ijb .

Solution

Since we know that from equation (8), page 65.

ji

s

xx

x

∂∂
∂2

=








∂
∂

∂
∂

−












∂
∂

qp
s

x

x

x

x
ji

k

x

x
j

q

i

p

k

s













∂
∂

ji
k

x

x
k

s

=








∂
∂

∂
∂

+
∂∂

∂
qp

s

x

x

x

x

xx

x
j

q

i

p

ji

s2

or












ji
k

= s

k

j

q

i

p

ji

s

x

x
qp

s

x

x

x

x

xx

x

∂
∂


















∂
∂

∂
∂

+
∂∂

∂ 2
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Using this equation, we can write

a
ji

k













= s

k

a
j

q

i

p

ji

s

x

x
qp

s

x

x

x

x

xx

x

∂
∂





















∂
∂

∂
∂

+
∂∂

∂ 2

and
b

ji

k













= s

k

b
j

q

i

p

ji

s

x

x
qp

s

x

x

x

x

xx

x

∂
∂





















∂
∂

∂
∂

+
∂∂

∂ 2

Subtracting, we obtain

ba
ji

k

ji

k













−












= s

k

j

q

i

p

ba x

x

x

x

x

x
qp

s
qp

s

∂
∂

∂
∂

∂
∂





















−








Put

ba qp

s

qp

s









−








= s
pqA

Then above equation can written as

k
ijA = s

k

j

q

i

p
s
pq x

x

x

x

x

x
A

∂
∂

∂
∂

∂
∂

It is law of transformation of tensor of rank three.

So, 
ba ji

k

ji

k









−








 are components of a tensor of rank three.

EXAMPLE 6
If a specified point, the derivatives of gij w.r.t. to xk  are all zero. Prove that the components of

covariant derivatives at that point are the same as ordinary derivatives.

Solution

Given that

k
ii

x

g

∂
∂

= 0, kji ,,∀   at  P0 ...(1)

Let i
jA  be tensor..

Now, we have to prove that .at 0, P
x

A
A

k

i
ji

kj ∂

∂
=

i
kjA , =







 α

−







α

+
∂

∂
α

α

kj
A

k

i
A

x

A i
jk

i
j

...(2)
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Since 








ji

k
 and [ ]kij,.  both contain terms of the type 

k
ij

x

g

∂

∂
 and using equation (1) we get









ji

k
= [ ]kij,0 =  at 0P .

So, equation (2) becomes

i
kjA , = k

i
j

x

A

∂

∂
 at 0P

4.7 GRADIENT, DIVERGENCE AND CURL

(a) Gradient
If φ  be a scalar function of the coordinates, then the gradient of  φ  is denoted by

grad φ = ix∂
φ∂

which is a covariant vector.

(b) Divergence
The divergence of the contravariant vector iA  is defined by

iA div =








+
∂
∂

ik

i
A

x

A k
i

i

It is also written as i
iA,

The divergence of the covariant vector iA  is defined by

iA div = ik
ik Ag

EXAMPLE 7

Prove that div 
( )

k

k
i

x

Ag

g
A

∂

∂
=

1

Solution:

If iA  be components of contravariant vector then

iA div =








+
∂
∂

=
ik

i
A

x

A
A k

i

i
i
i,

Since









ik

i
= ( )

kk x

g

g
g

x ∂

∂
=

∂
∂ 1

log

So,

iA div =
k

ki

i

A
x

g

gx

A

∂

∂
+

∂
∂ 1
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Since i is dummy index. Then put ,ki =  we get

div Ai = k
kk

k

A
x

g

gx

A

∂

∂
+

∂
∂ 1

iA div =
( )

k

k

x

Ag

g ∂

∂1
...(1)

Proved

(c) Curl
Let iA  be  a covariant vector then

jiA , =








−
∂
∂

ji

k
A

x

A
kj

i

and ijA , =








−
∂

∂

ij

k
A

x

A
ki

j

are covariant tensor.

So, 
i
j

j
i

ijji x

A

x

A
AA

∂

∂
−

∂
∂

=− ,,  is covariant tensor of second order, which is called curl of iA .

Thus

iA curl = ijji AA ,, −

Note: curl A i is a skew-symmetric tensor.

Since
A j, i – A i,j = – (A i,j – A j,i)

EXAMPLE 8

If ijA  be a skew-symmetric tensor of rank two. Show that

jkiijkkij AAA ,,, ++ = j
ki

i
jk

k
ij

x

A

x

A

x

A

∂
∂

+
∂

∂
+

∂

∂

Solution

Since we know that

kijA , =








−








−
∂

∂

kj

l
A

ki

l
A

x

A
illjk

ij

ijkA , =








−








−
∂

∂

kj

l
A

ij

h
A

x

A
jllki

jk

jkiA , =








−








−
∂
∂

ji

l
A

jk

l
A

x

A
kllij

ki
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Adding these, we get

jkiijkkij AAA ,,, ++ = 


















+








−
∂
∂

+
∂

∂
+

∂

∂

ik

l
A

ki

l
A

x

A

x

A

x

A
jlljj

ki
i

jk

k

ij




















+








−
kj

l
A

jk

l
A illi 



















+








−
ij

l
A

ji

l
A lkkl

Since 








ki

l
 is symmetric i.e., 









=








ik

l

ki

l
 etc.

= )( jlljj
ki

i
jk

k
ij AA

ki

l

x

A

x

A

x

A
+









−
∂
∂

+
∂

∂
+

∂

∂

( ) )( lkklilli AA
ji

l
AA

jk

l
+













−+












−

Since ijA  is skew-symmetric. Then 0=+⇒−= jlljjllj AAAA . Similarly,,

illi AA + = 0 and 0=+ lkkl AA
So,

jkiijkkij AAA ,,, ++ = j
ki

i
jk

k
ij

x

A

x

A

x

A

∂
∂

+
∂

∂
+

∂

∂

THEOREM 4.5 A necessary and sufficient condition that the curl of a vector field vanishes is that
the vector field be gradient.

Proof: Suppose that the curl of a vector iA  vanish so that

iA curl = 0,, =− ijji AA ...(1)

To prove that ,φ∇=iA  φ  is scalar..
Since from (1),

ijji AA ,, − = 0

⇒ i
j

j
i

x

A

x

A

∂

∂
−

∂
∂

= 0

⇒ j
i

x

A

∂
∂

= i
j

x

A

∂

∂

⇒ j
j
i dx

x

A

∂
∂

= j
i
j dx

x

A

∂

∂

⇒ idA = ( )jj
i

dxA
x∂
∂

Integrating it we get

iA = ( )∫ ∂
∂ j

ji
dxA

x
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= ∫∂
∂ j

ji
dxA

x

iA = ,
ix∂

φ∂
 where ∫=φ j

j dxA

or iA = .φ∇
Conversely suppose that a vector iA  is such that

iA = ,φ∇  φ  is scalar..

To prove curl 0=iA

Now,

iA =
ix∂

φ∂
=φ∇

j
i

x

A

∂
∂

= ij xx ∂∂
φ∂2

and i
j

x

A

∂

∂
= ji xx ∂∂

φ∂2

So, i
j

j
i

x

A

x

A

∂

∂
−

∂
∂

= 0

So, iA curl = 0,, =
∂

∂
−

∂
∂

=−
i
j

j
i

ijji x

A

x

A
AA

So, iA curl = 0 Proved.

THEOREM 4.6 Let φ  and ψ  be scalar functions of coordinates xi. Let A be an arbitrary vector then

(i) φ∇⋅+φ=φ AAdivAdiv )(

(ii) φ∇ψ+ψ∇φ=φψ∇ )(

(iii) ψ∇⋅φ2∇+ψ∇ψ+ψ∇φ=φψ∇ 22)(2

(iv) ψ∇⋅φ∇+φ∇ψ=φ∇ψ 2)(div

Proof: (i) Since we know that

iA div =
( )

i

i

x

Ag

g ∂

∂1
...(1)

replace Ai by iAφ , we get

)div( iAφ =
( )

i

i

x

Ag

g ∂

φ∂1
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= 











∂

φ∂⋅+φ
∂

∂
i

i

i

i

x
Ag

x

Ag

g

)(1

= i

i
i

i x

Ag

g
A

x ∂

∂
φ+⋅

∂

φ∂ )(1

= ii AA divφφ +⋅∇
Thus

)div( Aφ = AA  divφ+⋅φ∇ ...(2)

(ii) By definition of gradient,

)(φψ∇ =
( )

ix∂
φψ∂

= ii xx ∂
φ∂

ψ+
∂

ψ∂
φ

Thus )(φψ∇ = φ∇ψ+ψ∇φ ...(3)

(iii) Taking divergence of both sides in equation (3), we get

)( div φψ∇ = [ ]φ∇ψ+ψ∇φ div

)(2 φψ∇ = )( div)( div φ∇ψ+ψ∇φ

= )( div)( div φ∇ψ+φ∇⋅ψ∇+ψ∇φ+ψ∇⋅φ∇

)(2 φψ∇ = ψ∇⋅φ∇+φ∇ψ+ψ∇φ 2)( div)( div

Thus,

)(2 φψ∇ = ψ∇⋅φ∇+φ∇ψ+ψ∇φ 222

(iv) Replace A by ψ∇  in equation (3), we get

)( div ψ∇φ = )( div ψ∇φ+ψ∇⋅φ∇

)( div ψ∇φ = ψ∇φ+ψ∇⋅φ∇ 2

THEOREM 4.7 Let iA  be a covariant vector and φ  a scalar function. Then

(i) curlAAAcurl φ+φ∇×=φ )(

(ii) ψ∇×φ∇=φ∇ψ )(curl

Proof: (i) Let iA  be a covariant vector then

Acurl = ijjii AAA ,,curl −=

Replacing iA  by iAφ , we get

( )iAφ curl = ( ) ( ) iAjA ji ,, φφ −
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= ijjijii AAAjA ,, ,, φ−φ−φ+φ

= )(),,( ,, ijjiji AAiAjA −φ+φ−φ

= ii AA  curlφ+φ∇×

So,

curl )( Aφ = AA curlφ+φ∇× ...(1)

(ii) Replacing A by ψ∇  in equation (1), we get

)( curl ψ∇φ = φ∇×ψ∇+ψ∇φ )( curl

Interchange of φ  and ψ , we get

)( curl φ∇ψ = .)( curl ψ∇×φ∇+φ∇ψ

Since curl ( ) .0=φ∇
So,

 )( curl φ∇ψ = .ψ∇×φ∇ Proved.

4.8 THE LAPLACIAN OPERATOR
The operator 2∇  is called Laplacian operator read as "del square".

THEOREM 4.8 If φ  is a scalar function of coordinates ix  then

φ∇2 = 







∂
φ∂

∂
∂

r
kr

k x
gg

xg

1

Proof: Since

φ∇2 = φgraddiv ...(1)
and

φ grad = ,
rx∂

φ∂

which is covariant vector.

But we know that any contravariant vector kA  associated with rA  (covariant vector) is
kA = r

kr Ag  (Sec Art. 3.4, Pg 43)

Now, the contravariant vector kA  associated with  rx∂
φ∂

 (Covariant vector) is

kA = r
kr

x
g

∂
φ∂

Since

iA div =
( )

,
1

k

k

x

Ag

g ∂

∂
 (Sec Ex. 7, Pg 75)
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So, from (1)

φ∇2 = k

r
kr

r
kr

x
x

gg

gx
g

∂









∂
φ∂

∂
=








∂
φ∂ 1

 div Proved.

EXAMPLE 9
Show that, in the cylindrical coordinates,

V2∇ = 2

2

2

2

2

11

z

VV

rr
V

r
rr ∂

∂
+

θ∂
∂

+







∂
∂

∂
∂

by Tensor method

Solution

The cylindrical coordinates are ).,,( zr θ  If V is a scalar function of ).,,( zr θ

Now,
V2∇ = V∇⋅∇

Since

V∇ =
z
VkVj

r
Vi

∂
∂+

θ∂
∂+

∂
∂

Let

1A = ,
r
V

∂
∂

 ,2 θ∂
∂= VA  

z
VA

∂
∂=3 ...(1)

Then ,321 kkAjjAiiAV ++=∇  since V∇  is covariant tensor. The metric in cylindrical coordinates
is

2ds = 2222 dzdrdr +θ+

here, ,1 rx =  ,2 θ=x  zx =3 .

Since ji
ij dxdxgds =2

11g = 1, ,2
22 rg =  133 =g

and others are zero.

g = 22

333231

232221

131211

100

00

001

rr

ggg

ggg

ggg

g ij ===

g = r    (See Pg. 34, Example 1)
Now,

)( div V∇ =
( )

k

k
i

x

Ag

g
A

∂
∂

= 1 div
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= 3

3

2

2

1

1 )()(1)(1

x

Ag

x

Ag

gx

Ag

g ∂

∂
+

∂

∂
+

∂

∂

)( div V∇ =












∂
∂

+
θ∂

∂
+

∂
∂

z

rArA

r

rA

r

)()()(1 321

...(2)

We can write
kA = q

kq Ag  (Associated tensor)
kA = 3

3
2

2
1

1 AgAgAg kkk ++

Put 1=k
1A = 3

13
2

12
1

11 AgAgAg ++
1A = 1

11 Ag  as 01312 == gg
Similarly,

2A = 2
22 Ag

3A = 3
33 Ag

and

11g = 1
in   ofCofactor 

2

2
11 ==

r

r
g

gg

22g = 2
22 1in   ofCofactor 

rg
gg

=

33g =  1
in   ofCofactor 

2

2
33 ==

r

r
g

gg
 (See. Pg. 34, Ex.1)

So,
1A = 11

11 AAg =

2A = 222
22 1 A

r
Ag =

3A = .33
33 AAg =

or ,1
1 AA =  ,1

22
2 A

r
A =  .3

3 AA =

from (1), we get

1A = ,
r
V

∂
∂

 ,1
2

2

θ∂
∂= V

r
A  z

VA
∂
∂=3

from (2),



83Christoffel's Symbols and Covariant Differentiation 83

So,

V2∇ = 















∂
∂

∂
∂

+







θ∂
∂

θ∂
∂

+







∂
∂

∂
∂

=
z
V

r
z

V

r
r

r
V

r
rr

Ai
2

11
 div

)( div V∇ = 















∂
∂

∂
∂

+







θ∂
∂

θ∂
∂

+







∂
∂

∂
∂

z
V

r
z

V
rr

V
r

rr
11

= 








∂
∂

+
θ∂

∂
+








∂
∂

∂
∂

2

2

2

211

z

V
r

V
rr

V
r

rr

)( div V∇ = 2

2

2

2

2

11

z

VV

rr
V

r
rr ∂

∂
+

θ∂
∂

+







∂
∂

∂
∂

V2∇ = 2

2

2

2

2

11

z

VV

rr
V

r
rr ∂

∂
+

θ∂
∂

+







∂
∂

∂
∂

EXERCISES

1. Prove that the expressions are tensors

(a) αα 









α

−










α

−
∂

∂
= ijl

ij
ij A

jl
A

lix

A
lA ,

(b) r
ij

r
ki

r
jkl

r
jkir

ljki AlkAljAlix

A
A ααα 






 α−







 α−







 α−

∂

∂
=,  + 

α








α ijkAl
r

2. Prove that

j
jiA , =









−
∂

∂
ji

k
A

x

gA

g

j
kj

j
i )(1

3. If ijkA  is a skew-symmetric tensor show that )(
1 jki

k
Ag

xg ∂
∂

 is a tensor..

4. Prove that the necessary and sufficient condition that all the Christoffel symbols vanish at a point is
that gij are constant.

5. Evaluate the Christoffel symbols in cylindrical coordinates.

6. Define covariant differentiation of a tensor w.r. to the fundamental tensor gij. Show that the covariant
differentiation of sums and products of tensors obey the same result as ordinary differentiation.

7. Let contravariant and covariant components of the same vector A be Ai and Ai respectively then
prove that

iA div = iA div
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8. If ijA  is the curl of a covariant vector. Prove that

jkiijkkij AAA ,,, ++ = 0

9. To prove that uu ∇⋅ = – ucurl u if u a vector of constant magnitude.

10. A necessary and sufficient condition that the covariant derivative vector be symmetric is that the
vector must be gradient.

11. Show that, in spherical coordinates

V2∇  = 2

2

222
2

2 sin

1
sin

sin

11

φ∂
∂

θ
+








θ∂

∂
θ

θ∂
∂

θ
+








∂
∂

∂
∂ V

r

V

rr
V

r
rr

by tensor method.



5.1 RIEMANN-CHRISTOFFEL TENSOR

If Ai is a covariant tensor then the covariant x j derivative of Ai is given by

Ai,j = α






 α

−
∂
∂

A
jix

A
j
i ...(1)

Differentiating covariantly the equation (1) w.r. to ,kx  we get

jkiA , = αα










 α

−










 α

−
∂

∂
,,

,
ijk

ji A
kj

A
kix

A

= 

























α

β
−

∂
∂











 α

−
























 α

−
∂
∂

∂
∂

β
α

α A
jx

A

ki
A

jix

A

x jj
i

k

























 γ

−
∂
∂











 α

− γα
A

kix

A

ki
i

jkiA , = jkkjk
i

x

A

kix

A

ki
A

x

ji

xx

A

∂

∂











 α

−
∂

∂











 α

−
∂











 α

∂

−
∂∂

∂ αα
α

2

γαβ












α

γ











 α

+
∂
∂











 α

−












α

β











 α

+ A
ikjx

A

kj
A

jki
i

...(2)

Interchanging  j and k in equation (2), we get

kjiA , = kjjkj
i

x

A
jix

A
ki

A
x

ki

xx

A

∂
∂







 α

−
∂
∂







 α

−
∂







 α

∂
−

∂∂
∂ αα

α

2
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` γαβ












α

γ











 α

+
∂
∂











 α

−












α

β











 α

+ A
ijkx

A

ik
A

kji
i

...(3)

Subtract equation (3) from (2), we get

kjijki AA ,, − =
βαβ













α

β











 α

−
∂











 α

∂

−












α

β











 α

A
kji

A
x

ji
A

jki k α
∂







 α

∂
+ A

x

ki
j

Interchanging of α  and β  in the first and third term of above equation, we get

kjijki AA ,, − =
α

































β

α











 β

−












β

α











 β

+
∂











 α

∂
−

∂











 α

∂
A

kjijkix

ji

x

ki
kj ...(4)

kjijki AA ,, − = α
α jkiRA ...(5)

where

α
jkiR =













β

α











 β

−












β

α











 β

+
∂











 α

∂

−
∂











 α

∂

kjijkix

ji

x

ki
kj ...(6)

Since Ai is an arbitrary covariant tensor of rank one and difference of two tensors Ai, jk – Ai, kj is

a covariant tensor of rank three. Hence it follows from quotient law that α
jkiR  is a mixed tensor of rank

four. The tensor α
jkiR is called Riemann Christoffel tensor or Curvature tensor for the metric ji

ij dxdxg .

The symbol α
jkiR is called Riemann’s symbol of second kind.

Now, if the left hand side of equation (4) is to vanish i.e., if the order of covariant differentiation
is to be immaterial then

α
jkiR = 0

Since Aα is arbitrary. In general α
jkiR ≠ 0, so that the order of covariant differentiation is not

immaterial, It is clear from the equation (4) that “a necessary and sufficient condition for the validity  of
inversion of the order of covariant differentiation is that the tensor α

jkiR  vanishes identically..

Remark
The tensor

i
iklR =







 α







 α








α







α

+

















∂
∂

∂
∂

ljkj

l

i

k

i

lj

i

kj

i
xx lk

...(7)
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THEOREM 5.1 Curvature tensor α
jkiR  is anti symmetric w.r.t. indices j and k.

Proof: We know that from (7) curvature tensor

α
jkiR =











 β











 β













β

α













β

α

+











 α











 α

∂
∂

∂
∂

kiji

kj

kiji

xx kj

α
jkiR =











 β













β

α
−











 β













β

α
+

∂











 α

∂

−
∂











 α

∂

jikkijx

ji

x

ki
kj

Interchanging  j and k, we get

α
kjiR =







 β








β

α−






 β








β

α+
∂







 α∂

−
∂







 α∂

kijjikx

ki

x

ji
jk

=































 β













β

α
−











 β













β

α
+

∂











 α

∂

−
∂











 α

∂

−
jikkijx

ji

x

ki
kj

α
jikR = – α

jkiR

So, α
jkiR  antisymmetric w.r.t. indices j and k.

Theorem 5.2 To prove that
ααα ++ jkiijkjki RRR = 0

Proof: Since we know that

α
ijkR =











 β











 β













β

α













β

α

+











 α











 α

∂
∂

∂
∂

kiji

kj

kiji

xx kj

α
kijR =













β

α











 β

−










 β













β

α
+

∂











 α

∂

−
∂











 α

∂

kjikijx

ji

x

ki
kj

...(1)
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Similarly

α
kijR =








β

α






 β−







 β








β

α+
∂







 α∂

−
∂







 α∂

ikjijkx

kj

x

ij
ik

...(2)

and

α
jkiR =













β

α











 β

−










 β













β

α
+

∂











 α

∂

−
∂











 α

∂

jikjkix

ik

x

jk
ji ...(3)

On adding (1), (2) and (3), we get

ααα ++ jikikjkji RRR = 0

This is called cyclic property.

5.2 RICCI TENSOR

The curvature tensor α
jkiR  can be contracted in three ways with respect to the index α  and any one of

its lower indices

,α
α kjR  ,α

α kiR  α
αjiR

Now, from equation (7), art. 5.1,

α
αjkR =













α

β













α

β













β

α













β

α

+













α

α













α

α

∂
∂

∂
∂

kj

kj

kj

xx kj

=












α

β













β

α
−













α

β













β

α
+

∂













α

α
∂

−
∂













α

α
∂

jkkjx

j

x

k
kj

= jkkj xx

g

xx

g

∂∂

∂

∂∂

∂ log
–

log 22

Since kx

g
k ∂

∂
=








α

α log
 and α  and  β  are free indices 0=α

α kjR .

Also for α
αjiR .

Write jiR  for α
αjiR
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ijR =









α
β







 β









αβ
α








β

α

+









α
α







 α

∂
∂

∂
∂

=
α

α
α

iji

j

iji

xx
R

j

ij

ijR =






 β









αβ
α−









α
β








β

α+
∂







 α∂

−
∂









α
α∂

α jiijx

ji

x

i
j

ijR =






 β









αβ
α−









α
β








β

α+
∂







 α∂

−
∂∂

∂
α jiijx

ji

xx

g
ij

log2

...(1)

Interchanging the indices i and j we get

jiR =






 β









αβ
α−









α
β








β

α+
∂







 α∂

−
∂









α
α∂

α ijjix

ij

x

j
i

jiR =






 β









αβ
α−








β

α








α
β+

∂






 α∂

−
∂∂

∂
α jijix

ji

xx

g
ji

log2

...(2)

(Since α  and β  are dummy indices in third term).

Comparing (1) and (2), we get

ijR = jiR

Thus ijR  is a symmetric Tensor and is called Ricci Tensor..

For :α
αkiR

α
αkiR = ikik RR −=− α

α

5.3 COVARIANT RIEMANN-CHRISTOFFEL TENSOR
The associated tensor

lkjiR = α
α jkli Rg ...(1)

is known as the covariant Riemann-Christoffel tensor or the Riemann-Christoffel tensor of the first
kind.

Expression for ijklR

ijklR = α
α jkli Rg
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= 













β
α







 β−








β
α







 β+







 α

∂
∂

−






 α

∂
∂

α lkjkljkjxljx
g lki …(2)

Now,







 α

∂
∂

α ljx
g

ki = k
i

ik x

g
ljljg

x ∂

∂






 α−











 α

∂
∂ α

α

=
[ ]

k
i

k x

g
ljx

ijl

∂
∂







 α

−
∂

∂ α,
...(3)

Similarly,







 α

∂
∂

α kjx
g

li =
[ ]

l
i

l x

g
kjx

ijk

∂
∂







 α

−
∂

∂ α,
...(4)





 −=

dx
vdu

dx
duv

dx
udv

 formula By the

Using (3) and (4) in equation (2), we get

lkjiR =
[ ] [ ]













β

α











 β

−












β

α











 β

+
∂

∂











 α

+
∂

∂
−

∂
∂











 α

−
∂

∂
αα

αα

lkj
g

klj
g

x

g

kjx

ijk

x

g

ljx

ijl
iil

i
lk

i
k

,,

=
[ ] [ ]








β
α







 β−








β
α







 β+

∂

∂







 α−

∂

∂







 α+

∂
∂

−
∂

∂
αα

αα

lkjgkljg
x

g
ljx

g
kjx

ijk

x

ijl
iik

i
l
i

lk

,,

lkjiR =
[ ] [ ] [ ] [ ]( ) [ ] [ ]( )ikik

lj
ilil

kjx

ijk

x

ijl
lk

,,,,
,,

α+α






 α

−α+α






 α

+
∂

∂
−

∂
∂

[ ] [ ]il
kj

ik
lj

,, β






 β

−β






 β

+

lkjiR =
[ ] [ ] [ ] [ ]α







 α

−α






 α

+
∂

∂
−

∂
∂

,,
,,

ik
lj

il
kjx

ijk

x

ijl
lk ...(5)

It is also written as

lkjiR =
[ ] [ ] [ ] [ ]αα







 α







 α

+∂
∂

∂
∂

,,,, ilik

ljkj
ijlijk

xx kk ...(6)

But we know that

[ ]ijl , = 








∂

∂
−

∂

∂
+

∂
∂

i

jl

l

ji

j
li

x

g

x

g

x

g
2
1

...(7)
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and [ ]ijk , = 








∂
∂

−
∂

∂
+

∂
∂

i
ik

k

ji

j
ki

x

g

x

g

x

g
2
1

...(8)

Using (7) and (8), equation (5) becomes

ijklR = 








∂

∂
−

∂

∂
+

∂
∂

∂
∂

−








∂

∂
−

∂

∂
+

∂
∂

∂
∂

i

jk

k

ji

j
ki

li

jl

l

ji

j
li

k x

g

x

g

x

g

xx

g

x

g

x

g

x 2
1

2
1

[ ] [ ]α






 α

−α






 α

+ ,, ik
lj

il
kj

ijklR = +













∂∂

∂
−

∂∂

∂
−

∂∂

∂
+

∂∂

∂
ki

jl

lj
ik

li

jk

kj
il

xx

g

xx

g

xx

g

xx

g
2222

2
1

[ ] [ ]α






 α

−α






 α

,, ik
lj

il
kj ...(9)

Since







 α

kj
= [ ]βαβ ,jkg  and [ ]β=







 α αβ ,jlg

lj

lkjiR = 













∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂
∂

li
jl

lj
ik

li
jk

kj
il

xx

g

xx

g

xx

g

xx

g 2222

2
1

[ ] [ ] [ ] [ ]αβ−αβ+ αβαβ ,,,, ikjlgiljkg ...(10)

This is expression for lkjiR .

The equation (9) can also be written as

lkjiR = 













∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂
∂

ki
jl

lj
ik

li
jk

kj
il

xx

g

xx

g

xx

g

xx

g 2222

2
1











 β











 α

−










 β











 α

+ αβαβ

kilj
g

likj
g

5.4 PROPERTIES OF RIEMANN-CHRISTOFFEL TENSORS OF FIRST KIND lkjiR

(i) ijkljikl RR −=

(ii) ijklijlk RR −=

(iii) ijklklij RR =

(iv) 0=++ iljkikljijkl RRR
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Proof: We know that from equation (9), Pg. 91.

ijklR = 













∂∂

∂
−

∂∂

∂
−

∂∂

∂
+

∂∂

∂
ki

jl
lj

ik
li

jk
kj

il

xx

g

xx

g

xx

g

xx

g
2

2

222

2
1

[ ] [ ]α






 α

−α






 α

+ ,, ik
lj

il
kj ...(1)

(i) Interchanging of i and j in (1), we get

jiklR = [ ] [ ]α






 α−α







 α+















∂∂

∂
−

∂∂

∂
−

∂∂

∂
=

∂∂

∂
,,

2
1 2222

jk
li

jl
kixx

g

xx

g

xx

g

xx

g
kj

il
li

jk
lj

ik
ki

jl

=














∂∂
∂

−
∂∂

∂
−

∂∂

∂
+

∂∂
∂

−
lj

ik
ki

jl
li

jk
kj

il

xx

g

xx

g

xx

g

xx

g 2222

2
1 [ ] [ ]α











 α

−α










 α

+ ,, jk
li

jl
ki

jiklR = ijklR−

or ijklR = jiklR−

(ii) Interchange l and k in equation (1) and Proceed as in (i)
(iii) Interchange i and k in (1), we get

kjilR = [ ] [ ]α






 α

−α






 α

+














∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂
∂

,,
2
1 2222

ki
lj

kl
ijxx

g

xx

g

xx

g

xx

g
ik

jl
lj

ki
lk

ji
ij

kl

Now interchange j and l, we get

klijR = [ ] [ ]α






 α

−α






 α

+














∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂

∂
,,

2
1 2222

ki
jl

kj
ilxx

g

xx

g

xx

g

xx

g
ik

lj
jl

ki
jk

li
il

kj

For

[ ]α






 α

,kj
il =











 β











 α

αβ

jk
g

il

=






 α







 β αβ

il
g

jk

= [ ]β






 β

,li
jk

[ ]β






 α

,li
il

= [ ]α






 α

,li
jk
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So,

klijR = 













∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂

∂
ik

lj
jl

ki
jk

li
il

kj

xx

g

xx

g

xx

g

xx

g 2222

2
1 [ ] [ ]α







 α

−α






 α

+ ,, ki
jl

li
jk

klijR = ,ijklR  from (1)

from equation (1)

ijklR = [ ] [ ]α






 α−α







 α+















∂∂

∂
−

∂∂

∂
−

∂∂

∂
+

∂∂

∂
,,

2
1

2222

ik
lj

il
kjxx

g

xx

g

xx

g

xx

g
kj

jl
lj

jk
li

jk
kj

il

ikljR = [ ] [ ]α






 α

−α






 α

+














∂∂

∂
−

∂∂
∂

−
∂∂

∂
+

∂∂

∂
,,

2
1 2222

il
jk

ij
lkxx

g

xx

g

xx

g

xx

g
li

kj
jk

il
ji

kl
lk

ij

iljkR = [ ] [ ]α






 α−α







 α+















∂∂

∂
−

∂∂

∂
−

∂∂

∂
+

∂∂

∂
,,

2
1 2222

ij
kl

ik
jlxx

g

xx

g

xx

g

xx

g
ji

lk
kl

ij
ki

lj
jl

ik

On adding these equations, we get

iljkikljijkl RRR ++ = 0

This property of ijklR  is called cyclic property..

Theorem 5.3 Show that the number of not necessarily independent components of curvature tensor

does not exceed )1(
12
1 22 −nn .

Or
Show that number of distinct non-vanishing components of curvature tensor does not exceed

)1(
12
1 22 −nn .

Proof: The distinct non-vanishing components of ijklR  of three types.

(i) Symbols with two distinct indices i.e., ijijR . In this case total number of distinct non-vanishing

components of ijklR  are )1(
2
1 −nn .

(ii) Symbols with three distinct indices i.e., ijikR . In this case, total number of distinct non-

vanishing components ijklR  are )2()1(
2
1 −− nnn .

(iii) Symbols ijklR  with four distinct indices. In this case, total number of distinct non-vanishing

components of ijklR  is 
12

)1( 22 −nn
.
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Hence the number of distinct non-vanishing components of the curvature tensor ijklR  does not

exceed )1(
12
1 22 −nn .

Remark

When ijklR  is of the form iiiiR  i.e., all indices are same

In this case, iiiiR  has no components.

5.5 BIANCHI IDENTITY

It states that
i

ljmk
i

kjlm
i

mjkl RRR ,,, ++ = 0

and lhjmkkhjlmmhjkl RRR ,,, ++ = 0

Proof: Introducing geodesic coordinate1 in which Christoffel symbols are constant with the pole at 0P .

Since we know that

i
jklR =

































+

















∂
∂

∂
∂

jl

m

jk

m

ml

i

mk

i

jl

i

jk

i
xx lk

i
jklR =

















−
















+
∂









∂
−

∂








∂

ml

i

jk

m

jl

m

mk

i

x

jk

i

x

jl

i

lk

i
mjklR , = lmkm xx

kj

i

xx

lj

i

∂∂








∂
−

∂∂








∂ 22

...(1)

Since 
















lj

m

kj

i
,  etc. are constant at pole.

So, their derivatives are zero.

i
jlmR =











 α











 α













α











α
+

























∂
∂

∂
∂

mjlj

m

i

l

i

mj

i

lj

i

xx ml

1 Details of geodesic coordinate given in chapter curvature in curve . Geodesic.
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=










 α













α
−











 α













α
+

∂













∂

−
∂













∂

ljm

i

mjl

i

x

lj

i

x

mj

i

ml

i
kjlmR , = mklk xx

lj

i

xx

mj

i

∂∂








∂
−

∂∂








∂ 22

...(2)

and

i
jmkR =







 β







 β








β







β

+

















∂
∂

∂
∂

kjmj

k

i

m

i

kj

i

mj

i
xx km

i
jmkR =







 α








β

−






 β








β

+
∂









∂
−

∂








∂

mjk

i

kjm

i

x

mj

i

x

kj

i

km

i
jmkR =

lklm xx

mj

i

xx

kj

i

∂∂








∂
−

∂∂








∂ 22

...(3)

On adding (1), (2) and (3), we get
i

ljmk
i

kjlm
i

mjkl RRR ,,, ++ = 0 ...(4)

Multiplying i
mjklR ,  by hig  i.e.,

i
mjklhi Rg , = mhjklR ,

Then equation (4) becomes

lhjmkkhjlmmhjkl RRR ,,, ++ = 0 ...(5)

Since every term of equation (4) and (5) is a tensor. So, equation (4) and (5) are tensor equations

and therefore hold in every coordinate system. Further, 0P  is an arbitrary point of nV . Thus there hold

throughout nV . Hence equation (4) or (5) is called Bianchi identity..

5.6 EINSTEIN TENSOR

Theorem 5.4 To prove the tensor RR i
j

i
j δ−

2
1

 is divergence free.

Proof: We know that from equation (5)
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lhjmkkhjlmmhjkl RRR ,,, ++ = 0

Multiply it by ,jkhl gg  we get

lhjmk
jkhl

khjlm
jkhl

mhjkl
jkhl RggRggRgg ,,, ++ =  0

)()( ,,, ljhmk
jkhl

khjml
jkhl

mjk
jk RggRggRg −+−+ = 0

Since hjmlhjlm RR −=  & jhmkhjmk RR −=

lhm
hl

kjm
jk

mjk
jk RgRgRg ,,, −− = 0

l
lm

k
km RRmR ,,, −− = 0 Since RRg jk

jk =

k
km

k
km RRmR ,,, −− = 0

k
kmRmR ,2, − = 0

mRR k
km ,

2
1

, − = 0

kRR k
m

k
km ,

2
1

, δ− = 0 since kRmR k
m ,, δ=

k

k
m

k
m RR

,2
1







 δ− = 0

RR k
m

k
m δ−

2
1

 is divergence free.

The tensor k
m

k
m

k
m GRR =δ−

2
1

 or RR i
j

i
j δ−

2
1

 is known as Einstein Tensor..

5.7 RIEMANN CURVATURE OF A Vn
Consider two unit vectors pi and qi at a point P0 of Vn. These vectors at P0 determine a pencil of
directions deferred by ti = αpi + βqi. α  and β being parameters. One and only one geodesic will pass

through P0 in the direction of ip . Similarly one and only one geodesic will pass through in the direction
qi. These two geodesics through P0 determined by the orientation of the unit vectors pi and qi. Let this
surface is denoted by S.

The Gaussian curvature of  S at P0 is defined to be the Riemannian Curvature of nV  at 0P  for the

orientation determined by pi and qi.

Let the coordinates iy  of nV  are Riemannian coordinates with origin at P0. The equation of
surfaces S in given by

iy = sqp ii )( β+α ...(1)

i.e., iy = 21 uqup ii + ...(2)
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where , and 21 usus =β=α  three parameters namely s,β α,  can be reduced to two parameters
1u  and 2u . Here 1u  and 2u  are coordinates of any current point on S.

Let βα
αβ= dudubds 2  be the metric for the surface S. where

αβb = βα ∂
∂

∂
∂

u

y

u

y
g

ji

ij  (α , β = 1, 2)

Let 








βα
γ









 and 
g

ji

k
 be the Christoffel symbols corresponding to the coordinates yi and uα  .

Let αβγδR  and Rhijk be curvature tensor corresponding to the metrices bαβ duαduβ and ji
ij dydyg .

Since the Greek letters δ,γ,β,α  take values 1,2 and so that the number of independent non-

vanishing components of )1(
12
1 is 22 −αβγδ nnR  for ,2=n  i.e., they are ( ) .1122

12
1 22 =−⋅  Let us

transform the coordinate system αu  to α′u  and suppose that the corresponding value of 1212R  are
'

1212R .

Then

'
1212R = 2121 u

u

u

u

u

u

u

u
R

′∂
∂

′∂
∂

′∂
∂

′∂
∂ δγβα

αβγδ

= 2121

2

22121

1

1 u

u

u

u

u

u

u

u
R

u

u

u

u

u

u

u

u
R

′∂
∂

′∂
∂

′∂
∂

′∂
∂

+
′∂

∂
′∂

∂
′∂

∂
′∂

∂ δγβ

βγδ

δγβ

βγδ

= 212

1

1

2

21212

2

1

1

12 u

u

u

u

u

u

u

u
R

u

u

u

u

u

u

u

u
R

′∂
∂

′∂
∂

′∂
∂

′∂
∂

+
′∂

∂
′∂

∂
′∂

∂
′∂

∂ δγ

γδ

δγ

γδ

= 1212R 2

1

1

2

2

2

1

1

12212

2

1

1

2

2

1

1

u

u

u

u

u

u

u

u
R

u

u

u

u

u

u

u

u
′∂

∂
′∂

∂
′∂

∂
′∂

∂
+

′∂
∂

′∂
∂

′∂
∂

′∂
∂

2

1

1

2

2

1

1

2

21212

2

2

1

2

1

11

2

2112 u

u

u

u

u

u

u

u
R

u

u

u

u

u

u

u

u
R

′∂
∂

′∂
∂

′∂
∂

′∂
∂

+
′∂

∂
′∂

∂
′∂

∂
∂
∂

+

= 






















′∂
∂

′∂
∂

+
′∂

′∂
′∂

∂
′∂

∂
′∂

∂
−

′∂
∂

′∂
∂

2

2

1

1

2

22

2

2

2

1

1

2

2

1

1

2112 2
u

u

u

u

u

u

u

u

u

u

u

u

u

u

u

u
R

= 2
1212 JR  where 

u
u

u

u

u

u

u
u

u
u

J
′∂

∂
=

′∂
∂

′∂
∂

′∂
∂

′∂
∂

=

2

2

1

2

2

1

1

1

so,

1212R ′ = 2
1212 JR ...(3)
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Again

αβ′b = β

δ

α

γ

αβ ′∂
∂

′∂
∂

u

u

u

u
b

⇒ αβ′b = β

δ

α

γ

αβ ′∂
∂

′∂
∂

u

u

u

u
b

or b′ = 2bJ ...(4)
from (3) and (4), we get

b
R

′
′1212 = ( )say1212 K

b
R

= ...(5)

This shows that the quantity K is an invariant for transformation of coordinates. The invariant K
is defined to be the Guasian curvature of S. Hence K is the Riemannian Curvature of S at 0P .

Since Riemannian Coordinates  yi with the origin at 0P . We have as geodesic coordinates with the
pole at 0P .

Therefore

bg
ji

k









βα
γ









, = 0 at 0P

Then

hijkR =
[ ] [ ]










∂

∂
+

∂

∂
−

j

g

k

g

y

hik

y

hij ,,
 at 0P .

and

αβγδR =
[ ] [ ]









∂

α,βδ∂
+

∂

α,βγ∂
− γδ uu

bb
 at 0P .

1212R =
[ ] [ ]

12

1,221,21

uu
bb

∂

∂
+

∂

∂
− at 0P ...(6)

from (5) we get

K =
[ ] [ ]









∂

∂
+

∂
∂

−
12

1,221,211

uub
bb

...(7)

This is required expression for Riemannian curvature at 0P .

5.8 FORMULA FOR RIEMANNIAN CURVATURE IN THE TERMS OF COVARIANT
CURVATURE TENSOR OF Vn

Let 








βα
γ









and
g

ji

k
 be the Christoffel symbols of second kind relative to the metrices βα

αβ dudub
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and ji
ij dydyg  respectively. We have

[ ]bγ,αβ = [ ]g

kji

kij
u

y

u

y

u

y
,

γβα ∂
∂

∂
∂

∂
∂

...(8)

[ ]b1,21 = [ ]g

kji

kij
u

y

u

y

u

y
,

112 ∂
∂

∂
∂

∂
∂

= [ ]g
kji kijppq ,  using (2)

Now,

[ ]
2

1,21

u
b

∂

∂
=

[ ] kjig ppq
u

kij
2

,

∂

∂

=
[ ]

2

,

u

y

y

kij
ppq

h

h
gkji

∂
∂

∂

∂

=
[ ]

h
ghkji

y

kij
qppq

∂

∂ ,

Interchanging h and k, we get

[ ]
2

1,21

u
b

∂

∂
=

[ ]
k

ghjki

y

hij
ppqq

∂

∂ ,
...(9)

Similarly,

[ ]
1

1,22

u
b

∂

∂
=

[ ]
k

ghjki

y

hij
ppqq

∂

∂ ,
...(10)

Using (9) and (10), equation (6) becomes

1212R =
[ ] [ ]

0at 
,,

P
y

hik

y

hij
qpqp

j

g

k

gkjih 








∂

∂
+

∂

∂
−

1212R = 0at PRqpqp hijk
kjih ...(11)

Since

αβb = βα ∂
∂

∂
∂

u

y

u

y
g

ji

ij

11b = ji
ij

ji

ij ppg
u

y

u

y
g =

∂
∂

∂
∂

11

11b = jh
hj ppg
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Similarly

22b = ki
ik

ji
ij qqgqqg =

12b = ji
ij qpg kh

hk
ij

ji qpgqpg ==

b = 21122211
2221

1211
bbbb

bb

bb
−=

b = [ ]hkijikhi
kjih ggggqpqp − ...(12)

Dividing (11) and (12), we get

K = )(
1212

hkijhjik
kjih

hijk
kih

ggggqpqp

Rqqp

b
R

−
= ...(13)

This is formula for Riemannian Curvature of nV  at 0P  determined by the orientation of Unit vectors ip

and iq  at 0P .

5.9 SCHUR’S THEOREM

If at each point, the Riemannian curvature of a space is independent of the orientation choosen then it
is constant throughout the space.

Proof: If K is the Riemannian curvature of nV  at P for the orientation determined by unit vectors ip

and iq  then it is given by

K = kjih
hkijhjik

hijk
kjih

qpqpgggg

Rqpqp

)( −
...(1)

Let K be independent of the orientation choosen. Then equation (1) becomes

K =
hkijhjik

hijk

gggg

R

−

hijkR = )( hkijhjik ggggK − ...(2)

We have to prove that K is constant throughout the space nV .

If ,2=N  the orientation is the same at every point. So, consider the case of nV  when .2>n

Since ijg  are constants with respect to covariant differentation, therefore covariant differentation

of (2) gives

lhijkR , = lhkijhjik Kgggg ,)( − ...(3)

where K,l is the partial derivative of K.
Taking the sum of (3) and two similar equations obtained by cyclic permutation of the suffices,

j, k and l.
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kilhjijhljikhlilhkiijhkikhj KggggKggggKgggg ,)(,)(,)( −+−+−  = khiljjhikllhijk RRR
,,, ++ ...(4)

Here 2>n  therefore three or more distinct values to indices j, k, m can be given .

Multiplying (4) by hjg  and using ,j
lhl

hj gg δ=  we get

kilh
h
ij

j
lik

j
killhk

h
iik KnglgKggkgng ,)(,)(,)( −+−+− δδδδ  = 0

or,

killik KgnKgn ,, )1(0)1( −++−  = 0 for jii
j ≠=δ ,0

killik KgKg ,, −  = 0

Multiplying by ikg  and using

ik
ikg δ = ,, k

l
ik

il ggn δ=
we get

k
k
ll KnK ,, δ− = 0 or 0,)1( =− lKn

or kK, = 0 as 0,)1( =− lKn

or lx

K

∂
∂

= 0.

integrating it, we get K = constant. This proves that the partial derivatives of K w.r.t. to x’s are all zero.

Consequently K is constant at P. But P is an arbitrary point of nV . Hence K is constant throughout nV .

5.10 MEAN CURVATURE

The sum of mean curvatures of a nV  for a mutually orthogonal directions at a point, is independent of
the ennuple choosen. Obtain the value of this sum.

Or

Prove that the mean curvature (or Riccian Curvature) in the direction ie  at a point of a nV  is the
sum of n – 1 Riemmanian curvatures along the direction pairs consisting of the direction and n – 1
other directions forming with this directions an orthogonal frame.

Proof: Let i
he  be the components of unit vector in a given direction at a point P of a nV . Let i

ke  be the

components of unit vector forming an orthogonal ennuple.

Let the Riemannian curvature at P of nV  for the orientation determined by i
hl  and ( )khe i

k ≠  be

denoted by hkK  and given by

hkK =
)( qrpsqspr

s
k

r
h

q
k

p
h

pqrs
s
k

r
k

q
k

p
h

ggqgeeee

Ree

−

λλ

= )()()()(

1111

qr
r
h

q
kps

s
k

p
hqs

s
k

q
kpr

r
h

p
h

pqrs
s
k

r
h

q
k

p
h

geegeegeegee

Reeee

− ...(1)
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Since unit vectors i
k

i
he λ,  are orthogonal. Therefore

pr
r
h

p
h gee = 1

and ps
s
h

p
h gee = 0 etc.

Using these in equation (1), then equation (1) becomes

hkK =
0011 ×−×

pqrs
s
k

r
h

q
k

p
h Reeee

hkK = pqrs
s
k

r
h

q
k

p
h Reeee ...(2)

∑
=

n

k
hkK

1

= ∑
=

n

k
pqrs

s
k

r
h

q
k

p
h

Reeee
1

Put ∑
=

=
n

k
hhk MK

1

.  Then

hM = pqrs
s
k

n

k

q
k

r
h

p
h

Reeee ∑
=1

= pqrs
qsr

h
p
h Rgee

= qprs
qsr

h
p
h Rgee−

hM = pr
r
h

p
h Ree− ...(3)

This shows that hM  is independent of (n – 1) orthogonal direction choosen to complete an orthogonal

ennuple. Here hM  is defined as mean curvature or Riccian curvature of nV  for the direction p
he 1 .

Summing the equation (1) from 1=h  to ,nh =  we get

∑
=

n

h
hM

1
= pr

r
h

p
h Ree ||−

= pr
pr Rg−

= –R

or ∑
=

n

h
hM

1
= RRg pr

pr −==−

This proves that the sum of mean curvatures for n mutual orthogonal directions is independent of the
directions chosen to complete an orthogonal ennuple and has the value .R−

5.11 RICCI’S PRINCIPAL DIRECTIONS

Let i
he 1  is not a unit vector and the mean curvature hM  is given by

hM = j
h

i
hij

j
h

i
hij

eeg

eeR
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⇒
j

h
i
hijhij eegMR )( + = 0

Differentiating it w.r. to ,1
i
he  we get

j
hijij

k
h

j
hjki

h

h eMgReeg
e

M
)(2 ++

∂
∂

 =  0 ...(1)

For maximum and minimum value of hM .

i
h

h

e

M

∂
∂

= 0

Then equation (1) becomes

i
hijij eMgR )( + = 0

These are called Ricci's Principal direction of the space as they are principal directions of Ricci

tensor .ijR

5.12 EINSTEIN SPACE

A space, which is homogeneous relative to the Ricci tensor ijR  is called Einstein space.
If space is homogeneous then we have

ijR = ijgλ ...(1)

Inner multiplication  by ,ijg  we get

R = nλ  since RgR ij
ij =  and ngg ij

ij =

⇒ λ = R
n
1

from (1)

ijR = ijg
n
R

Hence a space is an Einstein space if ijij g
n
RR =  at every point of the space.

Theorem 5.5 To show that a space of constant Curvature is an Einstein space.

Proof: Let the Riemannian curvature K at P of nV  for the orientation determined by ip  and ,iq  is

given by

K = )( hkijhjik
kjih

hijk
kjih

ggggqpqp

Rqpqp

−

Since K is constant and independent of the orientaion.
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K = )( hkijhjik

hijk

gggg

R

−

hijkR = )( hkijhjik ggggK −

Multiplying by hkg

)( hkijhjik
hk ggggKg − = hijk

hk Rg

)( ijhj
h
i nggK −δ = ijR

Since ;h
iik

hk gg δ=  ngg hk
hk =  and ijjkhi

hk RRg =

)( ijij nggK − = ijR

ijgnK )1( − = ijR ...(1)

Multiplying by ,ijg  we get

)1( nKn − = R as RRg ij
ij = ...(2)

from (1) & (2)

ijR = ( ) ijij Rg
nnn

R
gn

1
1

)1( =
−

⋅−

⇒ ijR = ijg
n
R

This is necessary and sufficient condition for the space nV  to be Einstein space.

5.13 WEYL TENSOR OR PROJECTIVE CURVATURE TENSOR

Weyl Tensor denoted as hijkW  and defined by

hijkW = )(
1

1
ijkhhjkihijk ggRg

n
R −

−
+

Theorem 5.6 A necessary and sufficient condition for a Riemannian ( )3>nVn  to be of constant

curvature to that the Weyl tensor vanishes identically throughout nV .

Proof: Necessary Condition:

Let K be Riemannian Curvature of nV . Let K = constant.

We have to prove that 0=hijkW

Since we know that

K = kjih
hkijikhj

hijk
kjih

qpqpgggg

Rqpqp

)( −
 = constant
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Since K be independent of the orientation determined by the vector ip  and iq .

Then

K =
hkijikhj

hijk

gggg

R

− ...(1)

Multiplying by ,hkg  we get

hijk
hk Rg = )( hkijikhj

hk ggggKg −

ijR = )( ijik
k
j nggK −δ

ijR = ijgnK )1( − ...(2)

Multiplying by ijg  again, we get

ij
ij Rg = ij

ij ggnK )1( −

R = nnK )1( − ...(3)

Putting the value of K from (3) in (2), we get

ijR = ijg
n
R

...(4)

The equation (3) shows that R is constant since K is constant.
Now, the W tensor is given by

hijkW = ][
1

1
ijhkhjikhijk ggRg

n
R −

−
+

from (5), we get

hijkW = 



 −

−
+ ijhkhjikhijk g

n
R

gg
n
R

g
n

R
1

1

= ][
)1( ijhkhjikhijk gggg

nn
R

R −
−

+

= ,
)1( K

R

nn
R

R hijk
hijk ⋅

−
+  by. eqn. (1)

hijkW = ,
K

R
KR hijk

hijk +  by equation (3)

hijkW = hijkR2

Since K is constant. The equation (5) shows that 0=hijkW .

This proves necessary condition.
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Sufficient Condition

Let .0=hijkW  Then we have to prove that K is constant.

Now, .0=hijkW

⇒ ][
1

1
ijhkhjikhijk RgRg

n
R −

−
+ = 0

Multiplying by ,hkg  we get

][
1

1
ijhk

hk
hjik

hk
ij RggRgg

n
R −

−
+ = 0

][
1

1
ijhj

h
iij nRR

n
R −δ

−
+ = 0

)1(
1

n
n

R
R ij

ij −
−

+ = 0

⇒ ijR2 = 0

⇒ ijR = 0

Since .00 =⇒= hijk
hk

ij RgR

⇒
hkg  = 0 or 0=hijkR

If ,0=hijkR  then clearly K = 0. So, K is constant.

If 0=hkg  then

K = kjih
ijikhj

kjih
hijk

qpqpggg

qpqpR

)0( −

K = 22)()( qp

qpqpR

gqqgpp

qpqpR kjih
hijk

ik
ki

hj
jh

kjih
hijk

⋅
=

K = kjih
hijk qpqpR  since 1,1 22 == qp

K = constant as 0=ijR

This proves sufficient condition.

EXAMPLE 1

For a 2V  referred to an orthogonal system of parametric curves (g12 = 0) show that

12R = 0, 122111222211 RgggR ==

R =
2211

12212
gg

R
Rg ij

ij =

Consequently

ijR = .
2
1

ijRg
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Solution

Given that 012 =g  so that .012 =g

Also,

ijg =
11

11 11
g

g
g ij

=⇒  & .
1

22

22

g
g =

The metric of 2V  is given by

2ds = ;ji
ij dxdxg  (i, j = 1, 2)

2ds = 22
22

21
11 )()( dxgdxg +  Since .012 =g

We know that .1 ijhijk
hk RRg =

and g = 2211
22

11

2221

1211

0

0
gg

g

g

gg

gg
g ij ===

(i) To prove 012 =R

12R = 2
1

12 h
h

kh
hk RgRg =  as 0122 =hR

= 2121
21Rg  as 01121 =R

12R = 0

(ii) To prove 122111222211 RgRgR ==

11R = k
k

kh
hk RgRg 211

2
11 =

11R =
22

2112
2112

22

g
R

Rg =

So,

11R =
22

2112

g
R

...(1)

and 22R = k
k

kh
hk RgRg 122

1
22 =

=
11

1221
1221

11

g
R

Rg =

So, 22R =
11

1221

g
R

...(2)

from (1) and (2)
R11g22 = R1221=R22g11 … (3)

(iii) To prove

R =
2211

12212
gg

R

R = 2
2

1
1

i
i

i
i

ij
ij RgRgRg +=
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= 22
22

11
11 RgRg +  for 012 =g

=
22

22

11

11

g
R

g
R

+

= [ ]3)( eqn.by  
2211

1221

1122

1221 ∵
gg

R
gg

R
+

R =
2211

12212
gg

R

(iv) To prove ijij RgR
2
1=

R =
2211

12212
gg

R

R = 2211
1221  as

2
ggg

g
R

=

1221R = Rg
2
1

The eqn (3) expressed as

2211gR = 11222
1 gRRg = .

it becomes

11R =
222

11

22

2211

22

Rg
g

gRg
g
Rg

==

22R = 222
22

11

2211

11

Rg
g

gRg
g

Rg
==

So,

11R = 112
1 Rg  & 2222 2

1 gR =

12R = 122
1 g  as 1212 0 gR ==

This prove that .
2
1

ijij RR =

EXAMPLE 2

The metric of the V2 formed by the surface of a sphere of radius r is =2ds 22222 sin φθ+θ drdr

in spherical polar coordinates. Show that the surface of a sphere is a surface of constant curvature .1
2r

Solution
Given that

2ds = 22222 sin φθ+θ drdr
Since r is radius of curvature then r is constant.
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,sin, 22
22

2
11 θ== rgrg  .sin,0 24

221112 θ=== rgggg

We can prove
R1221 = r2 sin2 θ

Now, the Riemannian curvature K of Vn is given by

K = .
)( ijhkikhj

kjih

kjih

ggggqpqp

qpqp

−

At any point of 2V  there exists only two independent vectors.

Consider two vectors whose components are (1, 0) and (0, 1) respectively in 2V . Then

K =
g

R
gg

R 1212

2211

1212 =

K = constant. 
1

sin

sin
224

22

==
θ
θ

rr

r

EXERCISES

1. Show that

ijklR = [ ] ],[,
],[],[

α










 α

−α










 α

+
∂

∂
−

∂
∂

ik
lj

il
kjx

ijk

x

ijl
lk

2. Show that

ijklR =














∂∂

∂
−

∂∂

∂
−

∂∂

∂
+

∂∂

∂
ki

jl
lj

ik
li

jk
kj

il

xx

g

xx

g

xx

g

xx

g
2222

2
1 ( )],[],[],[],[ αβ−αβ+ αβ ikjliljkg .

3. Using the formula of the problem 2. Show that

klijijlkjiklijkl RRRR =−=−=  and  0=++ iljkikljijkl RRR

4. Show that the curvature tensor of a four dimensional Riemannian space has at the most 20 distinct
non-vanishing components.

5. (a) If prove that the process of contraction applied to the tensor h
ijkR  generates only one new tensor

ijR  which is symmetric in i and j.

(b) If .)()()( 23
33

22
22

21
11

2 dxgdxgdxgds ++=  Prove that ,
1

ihhj
hh

ij R
g

R =  (h, i, j being unequal).

6. Show that when in a V3 the coordinates can be chosen so that the components of a tensor gij are zero
when i, j, k  are unequal then

(i) hiij
ii

hj R
g

R
1

=



110 Tensors and Their Applications

(ii) hjjh
jj

hiih
ii

hh R
g

R
g

R
11

+=

7. Prove that if

α
iR = ij

j Rgα  then ii
x

R
R

∂

∂
=α

α 2
1

,

and hence deduce that when n > 2 then scalar curvature of an Einstein space is constant.

8. If the Riemannian curvature K of  Vn at every point of a neighbourhood U of Vn is independent of the
direction chosen, show that K is constant throughout the neighbourhood U. Provided n > 2.

9. Show that a space of constant curvature K0 is an Einstein space and that R  = K0n (1 –n ).

10. Show that the necessary and sufficient condition that nV  be locally flat in the neighbourhood of 0 is

that Riemannian Christoffel tensor is zero.

11. Show that every V2 is an Einstein space.

12. For two dimensional manifold prove that

K =
2

R
−

13. Show that if Riemann-Christoffel curvature tensor vanishes then order of covariant differentiation is
commutative.



The concept of symmetry and skew-symmetry with respect to pairs of indices can be extended to
cover to pairs of indices can be extended to cover the sets of quantities that are symmetric or skew-
symmetric with respect to more than two indices. Now, consider the sets of quantities kiiA ...  or

kl iiA ...  depending on k indices written as subscripts or superscripts, although the quantities A may not
represent tensor.

6.1 COMPLETELY SYMMETRIC

The system of quantities kiiA ...1 (or kiiA ...1 ) depending on k indices, is said to be completely symmetric
if the value of the symbol A is unchanged by any permutation of the indices.

6.2 COMPLETELY SKEW-SYMMETRIC
The systems kiiA ...1  or ( kiiA ...1 ) depending on k indices, is said to be completely skew-symmetric if the
value of the symbol A is unchanged by any even permutation of the indices and A merely changes the
sign after an odd permutation of the indices.

Any permutation of n distinct objects say a permutation of n distinct integers, can be accomplished
by a finite number of interchanges of pairs of these objects and that the number of interchanges
required to bring about a given permutation form a perscribed order is always even or always odd.

In any skew-symmetric system, the term containing two like indices is necessarily zero. Thus if
one has a skew-symmetric system of quantities ijkA  where i, j, k assume value 1, 2, 3. Then

122A = 0112 =A

123A = ,213A−  123312 AA =  etc.

In general, the components ijkA  of a skew-symmetric system satisfy the relations.

ijkA = jikikj AA −=−

ijkA = kijjki AA =

THE e-SYSTEMS AND THE GENERALIZED

KRÖNECKER DELTAS

CHAPTER – 6
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6.3 e-SYSTEM

Consider a skew-symmetric system of quantities niie ...1  )or ( ,...,1 niie  in which the indices nii ...1  assume

values 1,2,...n. The system niie ...1  )or ( ...1 niie  is said to be the e-system if

















=

−=

+=

casesother  allin 0

...,2,1,number  ofn permutatio oddan 

,...,,when ;1

...,2,1,number  ofn permutatioeven an 

,...,,when ;1

)or ( 21

21

...
...

1
1

n

iii

n

iii

ee n

n

ii
ii

n
n

EXAMPLE 1

Find the components of system eij when i, j takes the value 1,2.

Solution

The components of system eij are

.,,, 22211211 eeee

By definition of e-system, we have

11e = 0, indices are same

12e = 1, since i j has even permutation of 12

21e = 112 −=− e since i j has odd permutation of 12

22e = 0, indices are same

EXAMPLE 2

Find the components of the system jkie .

Solution

By the definition of e-system,

123e = 1321231 == ee

213e = 1321132 −== ee

ijke = 0 if any two indices are same.

6.4 GENERALISED KRÖNECKER DELTA

A symbol k

k

ii
jj

...
...

1

1
δ  depending on k superscripts and k subscripts each of which take values from 1 to n,

is called a generalised Krönecker delta provided that
(a) it is completely skew-symmetric in superscripts and subscripts
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(b) if the superscripts are distinct from each other and the subscripts are the same set of
numbers as the superscripts.

The value of symbol












=

−=

=

δ

zero is symbol  theof  value thecasesother  allin 0,

subscripts asorder  same in the

 tssuperscrip  thearrange tions transposiofnumber  odd where1;

.subscripts asorder  same in the tssuperscrip

  thearrange to required istion  transposiofnumber even an ;1

...
...

1

1

k

k

ii
jj

EXAMPLE 3

Find the values of .ij
klδ

Solution

By definition of generalised Kronecker Delta, 0=δ ij
kl  if i = j or k = l or if the set. ij is not the set kl.

i.e., 11
pqδ = 22

pqδ = 023
13 =⋅⋅⋅=δ

ij
klδ = 1 if kl is an even permutation of ij

i.e., 12
12δ = 123

23
31
31

13
13

21
21 =⋅⋅⋅=δ=δ=δ=δ

and 1−=δ ij
kl  if kl is an odd permutation of ij.

i.e., 12
21δ = 121

12
13
31

31
13 −=⋅⋅⋅=δ=δ=δ

Theorem 6.1 To prove that the direct product 
n

n
jjj

iii ee ...
...

21

21  of two systems niie ...1  and 
njjje ...21
 is the

generalized Krönecker delta.

Proof: By definition of generalized Krönecker delta, the product 
n

n
jjj

iii ee ...
...

21

21  has the following  values.

(i) Zero if two or more subscripts or superscripts are same.

(ii) +1, if the difference in the number of transpositions of niii ,...,, 21  and njjj ,...,, 21  from
1,2,...n is an even number.

(iii) –1, if the difference in the number of transpositions of i1, i2,...,in  and j1, j2, ...jn from 1, 2,..n
an odd number.

Thus we can write

n
n

jjj
iii ee ...

...
21

21 =  n

n

iii
jjj

...
...

21

21
δ

THEOREM 6.2 To prove that

(i) 
niiie ...21

= n

n

iii
jjj

...
...

21

21
δ

(ii) n

nn

iii
jjjiiie ...

......
21

2121
δ=
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Proof: By Definition of e-system, niiie ...21  )or ( ...21 niiie  has the following values.

(i) +1; if niii ,...,, 21  is an even permutation of numbers 1,2,...n.

(ii) -1; if niii ,...,, 21  is an odd permutation of numbers 1,2,...n
(iii) 0; in all other cases
Hence by Definition of generalized krönecker delta, we can write

(1) nn iii
n

iiie ...
...21

... 2121 δ=

and

(2) n
iiiiii nn

e ...21
...... 2121

δ=

6.5 CONTRACTION OF jki
áâãä

Let us contract jki
αβγδ  on k and γ . For n = 3, the result is

ijk
αβγδ = ijijijij

αβ3αβ2αβ1αβ δ=δ+δ+δ 321

This expression vanishes if i and j are equal or if α  and β  are equal.

If i = 1, and j = 2, we get .123
3βαδ

Hence

12
αβδ =










αβ

 αβ−

 αβ+

12 ofn permutationot  is if0;  

12 ofn permutatio oddan  is if1;

12 ofn permutatioeven an  is if;1

Similarly results hold for all values of α  and β  selected from the set of numbers 1, 2, 3.

Hence

ij
αβδ =












0;

αβ1;−

αβ+

 numbers. same  thefrom formednot  are tssuperscrip and subscripts       

 eor when th equal are tssuperscripor  subscripts  theof  twoif   

 ofn permutatio oddan  is  if

 ofn permutatioeven an  is  if;1

ji

ji

If we contract .ij
αβδ  To contract ij

αβδ  first contract it and the multiply the result by .
2
1

 We obtain

a system depending on two indices

i
αδ = )(

2
1

2
1 3

3
2
2

1
1

iiiij
j αααα δ+δ+δ=δ
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It i = 1 in i
αδ  then we get ( )13

3
12

2
1

2
1

ααα δ+δ=δ

This vanishes unless 1=α  and if α  = 1 then .11
1 =δ

Similar result can be obtained by setting i = 2 or i = 3. Thus i
αδ  has the values.

(i) 0 if ),3,2,1,(, =αα≠ ii

(ii) 1 if α=i .
By counting the number of terms appearing in the sums. In general we have

i
αδ =

ij
jn αδ

−1
1

 and )1( −=δ nnij
ij ...(1)

We can also deduce that

r

r

iii
jjj

...
...

21

21
δ =

krr

krr

iiiii
jjjjjrn

kn ......
......

121

121)!(
)!( −

−
δ

−
−

...(2)

and

r

r

iii
jjj

...
...

21

21
δ =

!
!)1()2()1(
rn

nrnnnn
−

=+−⋅⋅⋅−− ...(3)

or

n
n

iii
iii ee ...

...
21

21 = n! ...(4)

and from (2) we deduce the relation

nrr
nrr

ijjjj
iiiii ee ......

......
121

121
+

+ = n! ...(5)

EXERCISE

1. Expand for n = 3

(a) α
αδδ j
i (b) ji

ij xx12δ (c) ji
ij yxαβδ (d) ij

ijδ

2. Expand for n = 2

(a) 21
ji

ij aae (b) 12
ji

ij aae (c) .aeaae ijjiij =βα

3. Show that !3=δijk
ijk  if i, j, k = 1, 2, 3.

4. If a set of quantities kiiiA ...21  is skew-symmetric in the subscripts (K in number) then

k

k

kj ii
ii

j A ...
...

1

1

...1
δ =  k! kjjA ...1

5. Prove that gijkε  is a covariant tensor of rank three where where ijkε is the usual permutation

symbol.



7.1 LENGTH OF ARC

Consider the n-dimensional space R be covered by a coordinate system X and a curve C so that
ixC : = ),(tx i  )...,2,1( ni = ...(1)

which is one-dimensional subspace of R. Where t is a real parameter varying continuously in the
interval .21 ttt ≤≤  The one dimensional manifold C is called arc of a curve.

Let F 








dt
dx

dt
dx

dt
dx

xxx
n

n ,...,,,...,,
21

21
 be a continuous function in the interval .21 ttt ≤≤  Wee

assume that ,0, >







dt
dx

xF  unless every 0=
dt
dx i

 and that for every positive number k










dt
dx

k
dt

dx
k

dt
dx

kxxxF
n

n ,...,,,,...,,
21

21
  = 









dt
dx

dt
dx

dt
dx

xxxkF
n

n ,...,,,...,,
21

21
.

The integral

s = ∫ 





2

1

,
t

t
dt

dt
dx

xF ...(2)

is called the length of C and the space R is said to be metrized by equation (2).

Different choices of functions 







dt
dx

xF ,  lead to different metric geometrices.

If one chooses to define the length of arc by the formula

s = ∫
2

1

,)(
t

t

qp

pq dt
dt

dx
dt

dx
xg  (p,q = 1, 2, ..., n) ...(3)

where 
dt
xd

dt
xdxg

qp

pq )(  is a positive definite quadratic form in the variable ,
dt

dx p

 then the resulting

geometry is the Riemannian geometry and space R metrized in this way is the Riemannian n-dimensional
space Rn.

GEOMETRY

CHAPTER – 7
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Consider the coordinate transformation ),...,(: 1 nii xxxxT =  such that the square of the element
of arc ds,

2ds = qp
pq dxdxg ...(4)

can be reduced to the form
2ds = ii xdxd ...(5)

Then the Riemannian manifold nR  is said to reduce to an n-dimensional Euclidean manifold En.

The Y-coordinate system in which the element of arc of C in En is given by the equation (5) is
called an orthogonal cartesian coordinate system. Obviously, En is a generalization of the Euclidean

plane determined by the totality of pairs of real values ).,( 21 xx  If these values ),( 21 xx  are associated
with the points of the plane referred to a pair of orthogonal Cartesian axes then the square of the
element of arc ds assumes the familiar form

2ds = .)()( 2221 xdxd +

THEOREM 7.1 A function F 







dt
dx

x,  satisfying the condition F 





=








dt
dx

xkF
dt
dx

kx ,,  for every

k > 0. This condition is both necessary and sufficient to ensure independence of the value of the

integral ∫=
2

1

t

t
Fs 








dt
dx

x,  dt of a particular mode of parametrization of C. Thus if t in )(: txxC ii =

is replaced by some function  t = )(sφ  and we denote ( )[ ]sx i φ  by )(λξ i . so that )(tx i  )(siξ  we have

equality

∫ 





2

1

,
t

t
dt

dt
dx

xF = ∫ ξ′ξ
2

1

),(
s

s
dsF

where 
ds
ds i

i =ξ′  and )( 11 st φ=  and ).( 22 st φ=

Proof: Suppose that k is an arbitary positive number and put t = ks so that t1=ks1 and t2=ks2. Then
ixC : = )(tx i  becomes

)(: ksxC i = )(tiξ

and )(siξ′ =
dt

ksdx
k

ds
ksdx ii )()(

=

Substituting these values in    





= ∫ dt

dx
xFs

t

t
,

2

1
 dt we get

s = ( ) ( )
kds

dt
ksdx

ksxF
s

s 



∫ ,

2

1

or s = [ ]dsssF
s

s
)(),(

2

1

ξ′ξ∫

We must have the relation FF =ξ′ξ ),( .,, 





=








dt
dx

xkF
dt
dx

kx  Conversely, if this relation is true
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for every line element of C and each k > 0 then the equality of integrals is assumed for every choice of

parameter 21
1 ,0)(),( ssssst ≤≤>φφ=  with  and ).( 22 st φ=

Note: (i) Here take those curves for which )(tx
i  and 

dt
dxi

 are continuous functions in .21 ttt ≤≤

(ii) A function 







dt
dx

xF ,  satisfying the condition 





=








dt
dx

xkF
dt
dx

kxF ,,  for every k  > 0 is called

positively homogeneous of degree 1 in the .
dt
dx i

EXAMPLE 1
What is meant, consider a sphere S of radius a, immersed in a three-dimensional Euclidean

manifold ,3E  with centre at the origin (0, 0, 0) of the set of orthogonal cartesian axes 321 XXXO − .

Solution
Let T be a plane tangent to S at (0, 0,–a) and the points of this plane be referred to a set of orthogonal
cartesian axes O′–Y1Y2 as shown in figure. If we draw from 0) 0, (0, O  a radial line ,OP  interesting

the sphere S at ),,( 321 xxxP  and plane T at ),,( 21 axxQ −  then the points P on the lower half of the

sphere S are in one-to-one correspondence with points ),( 21 xx  of the tangent plane T..

Fig. 7.1

If ),,( 321 xxxP  is any point on the radial line OP,, then symmetric equations of this line is

0

0
1

1

−
−

x

x
= λ=

−−
−

=
−
−

0
0

0

0 3

2

2

a
x

x

x

or
1x = ,1xλ  ,22 xx λ=  ax λ−=3 ...(6)

Since the images Q of points P lying on S, the variables xi satisfy the equation of S,
232221 )()()( xxx ++ = 2a

or ( ) ( ) 



 ++λ 222212 axx = 2a

Y2

Y1

X1

X3

X2

Q2

Q1

K

O

O´
C

P1
P2
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Solving for λ  and substituting in equation (6), we get

1x = ,
)()( 22221

1

axx

xa

++
 

232221

2
2

)()()( xxx

xa
x

++
=

and 3x =
232221

2

)()()( xxx

a

++

−
...(7)

These are the equations giving the analytical one-to-one correspondence of the points Q on T and
points P on the portion of S under consideration.

Let ),,( 321
1 xxxP  and ),,( 332211

2 dxxdxxdxxP +++  be two close points on some curve C lying

on S. The Euclidean distance 21 PP  along C, is given by the formula

2ds = ,ii dxdx  (i = 1, 2, 3) ...(8)
Since

idx = ,p
p

i

xd
x
x

∂
∂

  (P =1, 2)

Thus equation (8) becomes

2ds = qp
q

i

p

i

xdxd
x
x

x
x

∂
∂

∂
∂

= ,)( qp
pq xdxdxg  (p,q = 1, 2)

where )(xg pq  are functions of ix  and .
q

i

p

i

pq x
x

x
xg

∂
∂

∂
∂=

If the image K of C on T is given by the equations







≤≤=

=

21
22

11

),(

)(
:

ttttxx

txx
K

then the length of C can be computed from the integral

s = ∫
2

1

t

t

qp

pq dt
dt
xd

dt
xd

g

A straight forward calculation gives

ds2 = { }
2

2221
2

21221
2

2221

)()(
1

1

)(1)()(





 ++

−++

xx
a

xdxxdx
a

xdxd

...(9)

and



120 Tensors and Their Applications

s = { }∫
++







−+





+






2

1 2221
2

21
2

2
1

2

2221

)()(11

1
t

t
dt

xx
a

dt
xdx

dt
xdx

adt
xd

dt
xd

So, the resulting formulas refer to a two-dimensional manifold determined by the variables ),( 21 xx  in
the cartesian plane T and that the geometry of the surface of the sphere imbeded in a three-dimensional
Euclidean manifold can be visualized on a two-dimensional manifold 2R  with metric given by equation (9).

If the radius of S is very large then in equation (9) the terms involving 2

1

a
 can be neglected. Then

equation (9) becomes
2ds = .)()( 2221 xdxd + ...(10)

Thus for large values of a, metric properties of the sphere S are indistinguishable from those of
the Euclidean plane.

The chief point of this example is to indicate that the geometry of sphere imbedded in a Euclidean
3-space, with the element of arc in the form equation (8), is indistinguishable from the Riemannian
geometry of a two-dimensional manifold 2R  with metric (9). the latter manifold, although referred to
a cartesian coordinate system Y, is not Euclidean since equation (9) cannot be reduced by an admissible
transformation to equation (10).

7.2 CURVILINEAR COORDINATES IN 3E

Let )(xP  be the point, in an Euclidean 3-space 3E , referred to a set of orthogonal Cartesian coordinates Y..
Consider a coordinate transformation

ixT : = )3,2,1(),,,( 321 =ixxxx i

Such that 0≠
∂
∂

= j

i

x
x

J  in some region R of 3E . The inverse coordinate transformation

ixT :1− = )3,2,1(),,,( 321 =ixxxx i

will be single values and the transformations T and 1−T  establish one-to-one correspondence

between the sets of values ),,( 321 xxx  and ).,,( 321 xxx

The triplets of numbers ),,( 321 xxx  is called curvilinear coordinates of the points P in R.
If one of the coordinates 321 ,, xxx  is held fixed and the other two allowed to vary then the point

P traces out a surface, called coordinate surface.

If we set constant1 =x  in T then

),,( 3211 xxxx = constant ...(1)

defines a surface. If constant is allowed to assume different values, we get a one-parameter family of

surfaces. Similarly, ),,( 3212 xxxx  = constant and ),,( 3213 xxxx  = constant define two families of
surfaces.

The surfaces
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X2

X3

X1

Y3

Y 2

Y 1

O

1x = ,1c  3
3

2
2 , cxcx == … (2)

                                   

P

Y
1

Y
2

X
3

X
2

X

Y
3

Fig. 7.2

intersect in one and only one point. The surfaces defined by equation (2) the coordinate surfaces
and intersection of coordinate surface pair-by pair are the coordinate lines. Thus the line of intersection

of 1
1 cx =  and 2

2 cx =  is the coordinate3 −x  line because along this the line the variable 3x  is the only
one that is changing.

EXAMPLE 2
Consider a coordinate system defined by the transformation

Fig. 7.3

1x = 321 cossin xxx ...(3)

2x = 321 sinsin xxx ...(4)
3x = 21 cos xx ...(5)

1
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The surfaces constant 1 =x  are spheres, constant 2 =x  are circluar cones and x3 = constant are
planes passing through the Y3-axis (Fig. 7.3).
The squaring and adding equations (3), (4) and (5) we get,

232221 )()()( xxx ++ = 22123212321 )cos()sinsin()cossin( xxxxxxxx ++

On solving

2++ )()()( 32221 xxx = 21 )(x

1x = 232221 )()()( xxx ++ ...(6)

Now, squaring and adding equations (3) and (4), we get
2221 )()( xx + = 23212321 )sinsin()sinsin( xxxxxx +

2221 )()( xx + = 2221 )(sin)( xx

21 sin xx = 2221 )()( xx + ...(7)

Divide (7) and (5), we get

2tan x = 3

2221 )()(

x

xx +

or 2x = 











 +−
3

2221
1 )()(

tan
x

xx
...(8)

Divide (3) and (4), we get

1

2

x

x
= 3tan x

⇒ 3x = 






−
1

2
1tan

x

x
...(9)

So, the inverse transformation is given by the equations (6), (8) and (9).

If .20,0,0 321 π<≤π<<> xxx  This is the familiar spherical coordinate system.

7.3 RECIPROCAL BASE SYSTEMS

Covariant and Contravariant Vectors

Let a cartesian coordinate system be determined by a set of orthogonal base vectors ,1b
r

 32 ,bb
rr

 then the

position vector r
r  of any point ),,( 321 xxxP  can be expressed as

r
r = i

i xb
r

 (i = 1, 2, 3) ...(1)
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Since the base vectors ib
r

 are independent of the position of the point ),,( 321 xxxP . Then from (1),

rd
r

= i
i xdb
r

...(2)

If ),,( 321 xxxP  and ),,( 332211 xdxxdxxdxQ +++  be two closed point. The square of the

element of arc ds between two points is
2ds = rdrd

rr
⋅

from equation (2),

2ds = j
j

i
i xdbxdb

rr
⋅

= ji
ji xdxdbb

rr
⋅

2ds = ;ji
ij xdxdδ  since ijji bb δ=⋅

rr

Fig. 7.4.

)0&1   vectorbase orthogonal are ,,( 2111321 =⋅=⋅ bbbbi.e.,bbb
rrrrrrr

.

2ds = ;ii xdxd  
ji

jiäij

≠=

==

,0

,1as

a familiar expression for the square of element of arc in orthogonal cartesian coordinates.
Consider the coordinate transformation

ix = ),,,( 321 xxxx i  (i = 1, 2, 3)

define a curvilinear coordinate system X. The position vector r
r  is a function of coordinates .ix

i.e.,

r
r

= ),( ixr
r  (i = 1, 2, 3)

Then

rd
r

= i
i

dx
x

r

∂
∂
r

...(3)

Y
1

Y
2

X
3

X
2

X
1

Y
3

O

b 3

a 1

a 2a 3

b1

b2

P

r
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and
2ds = rdrd

rr
⋅

=
ji

ji xdxd
x
r

x
r

∂
∂⋅

∂
∂

rr

2ds = ji
ij dxdxg

where

ijg = ji x
r

x
r

∂
∂⋅

∂
∂

rr
...(4)

The vector ix

r

∂
∂
r

is a base vector directed tangentially to X i - coordinate curve.

Put

ix

r

∂
∂
r

= ia
r

...(5)

Then from (3) and (4)

rd
r = i

i xda
r  and jiij aag

rr
⋅= ...(6)

Now, from equations (2) and (6), we get

j
j dxa

r
= i

i xdb
r

j
j dxa

r
= j

j

i

i xd
x
xb

∂
∂r

⇒ ja
r

= arbitrary are  as, j
j

i

i xd
x
xb

∂
∂r

So, the base vectors ja
r

 transform according to the law for transformation of components of

covariant vectors.

The components of base vectors ,ia
r

 when referred to X-coordinate system, are

),0,0,(: 11 aa
r

 ),0,,0(: 22 aa
r

  ).,0,0(: 33 aa
r

...(7)

and they are not necessarily unit vectors.
In general,

11g = ,111 ≠⋅ aa
rr ,12222 ≠⋅= aag

rr
 .13333 ≠⋅= aag

rr
...(8)

If the curvilinear coordinate system X is orthogonal. Then

ijg = ,0cos =θ=⋅ ijjiji aaaa
rrrr

 if .ji ≠ ...(9)

Any vector A
r

 are can be written in the form rdk
rr

=A  where k is a scalar..
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Since 
i

i xd
x
rrd

∂
∂=

rr
 we have

A
r = )( i

i
kdx

x

r

∂
∂
r

A
r = i

i Aa
r

where ii kdxA = . The numbers iA  are the contravariant components of the vector A
r

Consider three non-coplanar vectors

1a
r = [ ] ,

321

32

aaa
aa rrr
rr

×
 [ ] ,

321

132

aaa
aa

a rrr
rrr ×

=  [ ]321

213

aaa
aa

a rrr
rrr ×

= ...(10)

where ,32 aa
rr

×  etc. denote the vector product of 2a
r

 and 3a
r

 and [ ]321 aaa
rrr

 is the triple scalar
prduct .321 aaa

rrr
×⋅

Now,

1
1 aa

rr
⋅ = [ ]

[ ]
[ ] .1

321

321

321

132 ==
⋅×

aaa

aaa

aaa

aaa
rrr
rrr

rrr
rrr

2
1 aa

rr
⋅ = [ ]

[ ]
[ ] .0

321

322

321

232 ==
⋅×

aaa
aaa

aaa
aaa rrr

rrr
rrr

rrr

Since [ ] .0322 =aaa rrr
Similarly,

3
1 aa

rr
⋅ = 01

2 =⋅⋅⋅=⋅ aa
rr

2
2 aa

rr
⋅ = 1, 13

3 =⋅aa
rr

Then we can write

j
i aa

rr
⋅ = i

jδ

EXAMPLE 3

To show that [ ] gaaa =321

rrr
 and [ ]

g
aaa

1321 =
rrr  where g = ijg .

Solution

The components of base vectors ia  are

),0,0,(: 11 aa
r

 )0,,0(: 22 aa
r

 ),0,0(: and 33 aa
r

Then

[ ]321 aaa
rrr

= 321

3

2

1

00

00

00

aaa

a

a

a

= ...(11)



126 Tensors and Their Applications

and

g=

333231

232221

131211

ggg

ggg

ggg

g ij =

from equations (8) and (9), we have

11g = 11
2
111 gaaa =⇒⋅

rr
Similarly

2
2a = ,22g  33

2
3 ga =

and
12g = ,021 =⋅ aa

rr
 03113 =⋅= aag

rr
 etc.

So,

g = 2
3

2
2

2
1

2
3

2
2

2
1

00

00

00

aaa

a

a

a

=

g = 321 aaa ...(12)
from eqn. (11) and (12), we have

[ ]321 aaa
rrr

= g

Since the triple products .
1

][ 321

g
aaa =
rrr  Moreover,,

1a
r

= ,
][ 321

32

aaa

aa
rrr
rr

×
 

][
,

][ 321

21

3321

13

2 aaa

aa
a

aaa

aa
a rrr

rrr
rrr
rrr ×

=
×

=

The system of vectors 321 ,, aaa
rrr  is called the reciprocal base system.

Hence if the vectors 321 ,, aaa
rrr

 are unit vectors associated with an orthogonal cartesian coordinates
then the reciprocal system of vector defines the same system of coordinates. Solved.

The differential of a vector r
r

 in the reciprocal base system is .i
i xdard

rr
=

where idx  are the components of .rd
r  Then

2ds = rdrd
rr

⋅

= )()( j
j

i
i dxadxa

rr
⋅

= ji
ji dxdxaa

rr
⋅

2ds = ji
ij dxdxg

where ijg = jiji gaa =⋅
rr

...(13)
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The system of base vectors determined by equation (10) can be used to represent an arbitrary
vector A in the form ,i

i AaA
rr

=  where iA  are the covariant components of .A
r

Taking scalar product of vector i
i aA
r  with the base vector ,ja

r
 we get

j
i

i aaA
rr

⋅ = j
i
ji AA =δ   as .i

jj
i aa δ=⋅

rr

7.4 ON THE MEANING OF COVARIANT DERIVATIVES

THEOREM 7.2 If A
r

 is a vector along the curve in 3E . Prove that α
αaA

x

A
jj

r
r

,=
∂
∂

Also, prove that ., j

i
i
j x

A
A

∂
∂

=  Where iA  are component of .A
r

Proof: A vector A
r

 can be expressed in the terms of base vectors ia
r

 as

A
r

= i
i aA
r

where 
ii

x

r
a

∂
∂

=
rr  and iA  are components of .A

r

The partial derivative of A
r  with respect to jx  is

jx

A

∂
∂

r
= j

ii
ij

i

x

a
Aa

x

A

∂
∂

+
∂
∂

rr
...(1)

Since .jiij aag
rr

⋅=

Differentiating partially it w.r.t. ,kx  we have

k
ij

x

g

∂

∂
= ik

j
jk

i a
x

a
a

x

a rrrr
⋅

∂

∂
+⋅

∂
∂

Similarly,

i
jk

x

g

∂

∂
= ji

k
ki

j a
x

a
a

x

a rrrr
⋅

∂
∂

+⋅
∂

∂

and j
ik

x

g

∂
∂

= ij
k

kj
i a

x

a
a

x

a rrrr
⋅

∂
∂

+⋅
∂
∂

Since A
r

 can be written as

A
r = i

ii
i AaAa

rr
=

Taking scalar product with ,ja
r

 we have

i
ji Aaa

rr
⋅ = ij

i Aaa
rr

⋅

⇒ i
ij Ag = ji

j
i AA =δ

As i
jj

i
ijji aagaa δ=⋅=⋅

rrrr
,  and .j

i
i
j AA =δ

We see that the vector obtained by lowering the index in iA  is precisely the covariant vector .iA
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The two sets of quantities iA  and iA  are represent the same vector A
r

 referred to two different
base systems.

EXAMPLE 4

Show that .j
i

j
i gg δ=α
α

Solution

Since we know that

αig = α⋅ aai
rr

 and αα ⋅= aag jj rr
Then

α
α

j
i gg = )()( α

α ⋅⋅ aaaa j
i

rrrr

= )()( α
α ⋅⋅ aaaa j

i
rrrr

= α
αδδ j

i  as j
i

j
i aa δ=⋅

rr

α
α

j
i gg = j

iδ  as .1=δα
α

But

ia
r

= ix

r

∂
∂
r

j
i

x

a

∂
∂
r

= i
j

jiij x

a

xx

r

dxx

r

∂

∂
=

∂∂
∂

=
∂

∂
rrr 22

So,

j
i

x

a

∂
∂
r

= i
j

x

a

∂

∂
r

Now,

],[ kij = 








∂

∂
−

∂

∂
+

∂
∂

k

ij

i

jk

j
ik

x

g

x

g

x

g
2
1

, Christoffel’s symbol

Substituting the value of , and,
k
ij

i
jk

j
ik

x

g

x

g

x

g

∂

∂

∂

∂

∂
∂

 we get

[ ij ,k] = kj
i a

x

a rr
⋅

∂
∂

⋅ 2
2
1

[ ij ,k] = kj
i a

x

a rr
⋅

∂
∂

or j
i

x

a

∂
∂
r

= ,],[ kakij
r

  as  k

k

a
a

rr =
1

Hence

α⋅
∂
∂

a
x

a
j
i rr

= α⋅ aakij k rr
],[
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= ,],[ αkgkij  Since  αα ⋅= aag kk rr

α

∂
∂

a
x

a
j
i rr

. = ,






 α

ji
  as  







 α

=α

ji
gkji k],[

j
i

x

a

∂
∂
r

= α










 α

a
ji

r
...(2)

Substituting the values of 
j
i

x

a

∂
∂
r

 in equation (1), we get

jx

A

∂
∂

r
= α







 α

+
∂
∂

aA
ji

a
x

A i
ij

i rr

= αα

α







 α

+
∂
∂

aA
ji

a
x

A i
j

rr

jx

A

∂
∂

r
= α

α
















 α

+
∂
∂

aA
jix

A i
j

r

jx

A

∂
∂

r
= α

α aA j
r

,   since i
jj A

jix

A
A







 α

+
∂
∂

=
α

α
,

Thus, the covariant derivative α
jA,  of the vector αA  is a vector whose components are the

components of  jx

A

∂
∂

r
 referred to the base system .ia

r

If the Christoffel symbols vanish identically i.e., 0=






 α

ji
 the ,0=

∂
∂

j
i

x

a
r

 from (2).

Substituting this value in equation (1), we get

jx

A

∂
∂

r
= ij

i

a
x

A r
∂
∂

 But i
jA, = β








β

+
∂
∂

A
j

i

x

A
j

i

i
jA, = j

i

x

A

∂
∂

 as .0=







β j

i

Proved.

THEOREM 7.3 If A
r

 is a vector along the curve in 3E . Prove that j
kj aA
r

,  where e jA  are components

of .A
r

.

Proof: If A
r  can be expressed in the form

A
r

= i
i aA
r
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where iA  are components of .A
r

The partial derivative of A
r

 with respect to kx  is

kx

A

∂
∂

r
= k

i

i
i

k
i

x

a
Aa

x

A

∂
∂

+
∂
∂

rr
...(1)

Since ,i
jj

i aa δ=⋅
rr  we have,

Differentiating it partially w.r. to ,kx  we get

k
ji

jk

i

x

a
aa

x

a

∂

∂
⋅+⋅

∂
∂

rrrr
= 0

jk

i

a
x

a rr
⋅

∂
∂

= k
ji

x

a
a

∂

∂
⋅−

rr

= ,






 α

⋅− α kj
aa i rr

   Since  α






 α

=
∂

∂
a

kjx

a
k
j rr

But .ii aa αα δ=⋅
rr

 Then

jk

i

a
x

a rr
⋅

∂
∂

=






 α

δ− α kj
i

jk

i

a
x

a rr
⋅

∂
∂

=








−
kj

i

k

i

x

a

∂
∂
r

= ,ja
kj

i r








−    as  
j

j

a
a

rr =
1

substituting the value of k

i

x

a

∂
∂
r

 in equation (1), we get

kx

A

∂
∂

r
=

j
i

i
k
i a

kj

i
Aa

x

A rr








−
∂
∂

= j
i

j
k
i a

kj

i
Aa

x

A rr








−
∂
∂

kx

A

∂
∂

r
= j

ik
i a

kj

i
A

x

A r

















−
∂
∂

kx

A

∂
∂

r
= ,,

j
kj aA
r

  Since  








−
∂

∂
=

kj

i
A

x

A
A ik

j
kj,

Proved.
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7.5 INTRINSIC DIFFERENTIATION

Let a vector field )(xA
r

 and 

ixC : = ),(tx i   21 ttt ≤≤

be a curve in some region of .3E  The vector )(xA
r

 depend on the parameter t and if )(xA  is a

differentiable vector then

dt
Ad
r

=
dt

dx

x

A j

j
⋅

∂
∂

r

dt
Ad
r

=
dt

dx
aA

j

j α
α r
,

Since we know

jx

A

∂
∂

r
= α

α

α
α























 α

+
∂
∂= a

jix
AaA

jj
rr

,  (See Pg. 127, Theo. 7.2)

So,

dt
Ad
r

= dt
dx

aA
jix

A j
i

j α

α
















 α

+
∂
∂ r

dt
Ad
r

= α

α
















 α

+ a
dt

dx
A

jidt
dA j

i r

The formula 
dt

dx
A

jidt
dA j

i







 α

+
α

 is called the absolute or Intrinsic derivative of αA  with respect

to parameter t and denoted by .
t

A
δ

δ α

So, dt
dx

A
jidt

dA
t

A j
i







 α

+=
δ

δ αα

 is contravariant vector. If A is a scalar then, obviously,  .
t
A

t
A

δ
δ=

δ
δ

Some Results

(i) If iA  be covariant vector

t
Ai

δ
δ

= dt
dx

A
idt

dAi
β

α








β
α

−

(ii) dt
dx

A
j

dt
dx

A
i

dt
A

t
A ij

ijij β
α

β
α









βα
+









βα
+

δ
=

δ
δ

(iii)
dt

dx
A

idt
dx

A
i

dt

A

t

A i
j

i
j

i
j

β

α

β
α









β
α

−








βα
+

δ
=

δ

δ
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(iv)
dt

dx
A

kdt
dx

A
jdt

dx
A

i

dt

A

t

A i
j

i
kjk

i
jk

i
jk

β

α

β

α

β
α









β
α

−








β
α

−








βα
+

δ
=

δ

δ

EXAMPLE 5

If ijg  be components of metric tensor, show that .0=
δ

δ

t

g ij

Solution

The intrinsic derivative of ijg  is

t

g ij

δ

δ
=

dt
dx

g
jdt

dx
g

idt

dg
ij

ij
β

α

β

α







β

α
−









β
α

−

=
dt

dx
g

jdt
dx

g
idt

dx

x

g
ij

ij
β

α

β

α

β

β







β
α

−








β
α

−
∂

∂

= dt
dxg

j
g

ix

g
ij

ij
β

ααβ 


















β
α













β

α
−

∂

∂
–

t

g ij

δ

δ
= [ ] [ ]

dt
dx

ijji
x

g ij
β

β








β−β−
∂

∂
,,

as jg
i α









β
α

= [ ]ijg
j

ji i , and ],[ β=












β

α
β α .

But β∂

∂

x

g ij
= ].,[],[ ijji β+β

So,
t

g ij

δ

δ
= 0.

EXAMPLE 6
Prove that

dt

AAgd ji
ij )(

=
t

A
Ag

i
i

ij δ
δ

2

Solution

Since ji
ij aAg  is scalar..

Then

dt

AAgd ji
ij )(

=
t

AAg ji
ij

δ

δ )(
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= ,
)(

t
AA

g
ji

ij δ
δ

  since ijg  is independent of t.

= 








δ
δ

+
δ

δ
t

A
AA

t
A

g
j

ij
i

ij

Interchange i and j in first term, we get

dt

AAgd ji
ij )(

= 








δ
δ

+
δ

δ
t

A
A

t
A

Ag
j

i
j

i
ij  as ijg  is symmetric.

dt

AAgd ji
ij )(

=
t

A
Ag

j
i

ij δ
δ

2

Proved.

EXAMPLE 7

Prove that if A is the magnitude of iA  then

jA, =
A

AA i
ji ,

Solution

Given that A is magnitude of iA . Then
Since

ki
ik AAg = ii AA

ki
ik AAg = 2A

Taking covariant derivative w.r. to ,jx  we get
k
j

i
ik

ki
jik AAgAAg ,, + = jAA,2

Interchange the dummy index in first term, we get

k
j

i
ik

ik
jki AAgAAg ,, + = jAA,2

k
j

i
ik AAg ,2 = jAA,2

k
j

i
ik AAg , = jAA,

( )k
jik

i AgA , = jAA,

ji
i AA , = jAA,   since  ji

k
jik AAg ,, =

jA, =
A

AA i
ji ,

Proved.
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7.6 PARALLEL VECTOR FIELDS

Consider a curve
ixC : = ),(tx i   ,21 ttt ≤≤   (i = 1, 2, 3)

in some region of 3E  and a vector A
r

 localized at point P of C. If we construct at every point of C a
vector equal to A in magnitude and parallel to it in direction, we obtain a parallel field of vector along the
curve C.

if A
r

 is a parallel field along C then the vector A
r

 do not change along the curve and we can write

.0=
dt
Ad
r

 It follows that the components iA  of A
r

 satisfy a set of simultaneous differential equations

0=
∂

∂
t

Ai

 or

dt
dx

A
i

dt
dAi β

α









βα
+  = 0

This is required condition for the vector field iA  is parallel.

7.7 GEOMETRY OF SPACE CURVES
Let the parametric equations of the curve C in 3E  be

ixC : = ),(tx i   21 ttt ≤≤    (i = 1, 2, 3).

The square of the length of an element of C is given by

2ds = ji
ij dxdxg ...(1)

and the length of arc s of C is defined by the integral

s = ∫
2

1

t

t

ji

ij dt
dt

dx
dt
dx

g ...(2)

from (1), we have

ds
dx

ds
dx

g
ji

ij = 1 ...(3)

P

C

Y
1

Y
2

X
3

X
2

X

Y
3

O 

1
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Put .i
i

ds
dx

λ=  Then equation (3) becomes

ji
ijg λλ = 1 ...(4)

The vector λ
r

, with components ,iλ  is a unit vector. Moreover, , λ
r

 is tangent to C, since its

components iλ , when the curve C is referred to a rectangular Cartesian coordinate Y,, becomes .
ds
xd i

i =λ

These are precisely the direction cosines of the tangent vector to the curve C.
Consider a pair of unit vectors λ

r
 and µ

r
 (with components iλ  and iµ  respectively) at any point

P of C. Let λ
r

 is tangent to C at P Fig. (7.6).

Fig. 7.6

The cosine of the angle θ  between λ
r

 and µ
r

 is given by the formula

θcos = ji
ijg λλ ...(5)

and if λ
r

 and µ
r

 are orthogonal, then equation (5) becomes

ji
ijg µλ = 0 ...(6)

Any vector µ
r

 satisfying equation (6) is said to be normal to C at P..
Now, differentiating intrinsically, with respect to the are parameter s, equation (4), we get

i
j

ij
j

i

ij s
g

s
g λ

δ
δλ+λ

δ
δλ

= 0 …(7)

as ijg  is constant with respect to s.

Interchange indices i and j in second term of equation (7) we get

j
i

ij
j

i

ij s
g

s
g λ

δ
δλ

+λ
δ
δλ

= 0

Since ijg  is symmetric. Then

s
g

j
i

ij δ
δλ

λ2 = 0

O

P x( ) (Q(x + dx)
µ

λ 

λ + dλ

r + dr
r

C
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⇒ s
g

j
i

ij δ
δλ

λ = 0

we see that the vector 
s

j

δ
δλ

 either vanishes or is normal to C  and if does not vanish

we denote the unit vector co-directional with 
s

j

δ
δλ

 by jµ  and write

jµ = ,
1

sK

j

δ
δλ

  s

j

δ
δλ

=K ...(8)

where K > 0 is so chosen as to make jµ  a unit vector..

The vector jµ  is called the Principal normal vector to the curve C at the point P and K is the
curvature of C.

The plane determined by the tangent vector λ
r

 and the principal normal vector µ
r

 is called the
osculating plane to the curve C at P.

Since µ
r

 is unit vector

ji
ijg µµ = 1 ...(9)

Also, differentiating intrinsically with respect to s to equation (6), we get

s
g

s
g

j
i

ij
j

j

ij δ
δλ

λ+µ
δ

δλ
 = 0

or

s
g

j
i

ij δ
δµ

λ = j
i

ij s
g µ

δ
δλ

−

= ji
ijKg µµ−   Since i

i

K
s

µ=
δ
δλ

s
g

j
i

ij δ
δµ

λ = ,K−   since .1=µµ ji
ijg

K
s

g
j

i
ij +

δ
δµ

λ = 0

Kg
s

g ji
ij

j
i

ij λλ+
δ

δµ
λ = 0  as 1=λλ ji

ijg









λ+

δ
δµ

λ j
j

i
ij K

s
g = 0

This shows that the vector j
j

K
s

λ+
δ

δµ
 is orthogonal to .iλ
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Now, we define a unit vector ,v
r

 with components ,jv  by the formula

iv = 









λ+

δ
δµ

τ
j

j

K
s

1
...(10)

where i
i

K
s

λ+
δ
δµ

=τ  the vector v
r  will be orthogonal to both λ

r
 and µ

r
.

To choose the sign of τ  in such a way that
kji

ijk veg µλ = 1 ...(11)

so that the triad of unit vectors λ
r

, µ
r

 and ν
r  forms a right handed system of axes.

Since ijke  is a relative tensor of weight 1−  and 

2

j

i

x
x

g
∂
∂

=  it follows that ijkijk eg=ε  is an

obsolute tensor and hence left hand side of equation (11) is an invariant kv  in equation (11) is determined
by the formula

kv = ji
ijk µλε ...(12)

where iλ  and jµ  are the associated vectors α
αλig  and α

αµig  and ijkijk e
g

1
=ε  is an absolute tensor..

The number τ  appearing in equation (10) is called the torsion of C at P and the vector v
r  is the

binormal.
We have already proved that in Theorem 7.2, Pg. 127.

ix

A

∂
∂

r
= α

αaA i
r

,

if the vector field A
r  is defined along C, we can write

s
x

x

A i

i ∂
∂

∂
∂

r
= α

α

∂
∂

a
s
x

A
i

i
r

, ...(13)

Using definition of intrinsic derivative,

s
A
δ

δ α

=
ds
dxA

i

i
α,

Then equation  (13) becomes

ds
Ad
r

= ;⋅⋅⋅
δ

δ
α

α

a
s

A r
  as   

ds
Ad

ds
dx

x

A i

i

rr
=

∂
∂

...(14)

Let r
r

 be the position vector of the point P on C then the tangent vector λ
r

 is determined by

ds
rd
r

= λ=λ
rr

i
i a

from equation (14), we get

⇒ 2

2

ds

rd
r

= ca
sds

d rr
r

=
δ

δλ
=

λ
α

α

...(15)
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where c
r

 is a vector perpendicular to .λ
r

With each point P of C we can associate a constant K , such that µ
rr

=Kc  is a unit vector..

Since

K
c
r

= µ
r

µ
r

= ,
1

α

α

δ
δλ

a
sK

r
 from (15)

from equation (8), we get

µ
r

= ,α
αµ a

r
  since 

sK δ
δλ

=µ
α

α 1

7.8 SERRET-FRENET FORMULA

The serret-frenet formulas are given by

(i) iµ =
sK

i

δ
δλ1

 or 
s

i

δ
δλ

 = 
s

KKK
i

i

δ
δλ=>µ   where0,

(ii) iν = 









λ+

δ
δµ

τ
i

i
K

s
1

 or 
s

i

δ
δµ

 = ii Kλτν –  where τ =
i

i
K

s
λ+

δ
δµ

(iii)
s

k

δ
δν

 = – kτµ

First two formulas have already been derived in article (7.7), equation (8) and (10).
Proof of (iii)

From equation (12), article (7.7), we have

ji
ijk µλε = kν

where kii νµλ ,,  are mutually orthogonal.

Taking intrinsic derivative with respect to s, we get

ss
j

i
ijk

j
iijk

δ

δµ
λε+µ

δ
δλ

ε =
s

k

δ
δν

From formulas (i) and (ii), we get

)–( jji
ijk

ji
ijk KK λτνλε+µµε =

s

k

δ
δν

)–( jji
ijk Kλτνλε =

s

k

δ
δν

, Since ji
ijk µµε  = 0

ij
ijk

ji
ijk K λλετνλε – =

s

k

δ
δν
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Since ji
ijk λλε = 0

τνλε ji
ijk = 

s

k

δ
δν

Since k
ji

ijk µ =νλε , but ijkε  are skew-symmetric.

Then

ji
ijk νλε = kµ–

So,

τµk– =
s

k

δ
δν

or
s

k

δ
δν

= kτµ–

⇒
s

i

δ
δν

= iτµ–

This is the proof of third Serret-Frenet Formula
Expanded form of Serret-Frenet Formula.

(i) ds
dx

kj
i

ds
d k

j
i

λ








+λ
= iKµ or ds

dx
ds

dx
kj

i

ds
xd kji









+
2

2

= iKµ

(ii) ds
dx

jk

i

ds
d k

j
i

µ








+µ
= ii Kλτν –

(iii) ds
dx

jk

i

ds
dv k

j
i

ν








+ = iτµ–

EXAMPLE 8
Consider a curve defined in cylindrical coordinates by equation









=
θ=

=

0

)(
3

2

1

x

sx

ax

This curve is a circle of radius a.
The square of the element of arc in cylindrical coordinates is

2ds = 23222121 )()()()( dxdxxdx ++

so that g11 = 1, g22 = 21)(x , g33 = 1, gij = 0, ji ≠

It is easy to verify that the non-vanishing Christoffel symbols are (see Example 3, Page 61)








22

1
= 1x ,








12

2
 = 








21

2
 = 1

1

x
.
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The components of the tangent vector λ to the circle C are iλ  = 
ds
dxi

 so that 1λ  = 0, 2λ  = ds
dθ

,

3λ  = 0.

Since λ is a unit vector, gijλ
iλj= 1 at all points of C and this requires that

( )
221 






 θ

ds
d

x = 
2

2 





 θ

ds
d

a  = 1

So, 
2

2 1

ads
d

=





 θ  and by Serret-Frenet first formula (expanded form), we get

1µK = ds
dx

kjds
d k

jλ








+λ 11

 = ds
dx2

2

22
1

λ








 = a
1–

2µK = ds
dx

kjds
d k

jλ








+λ 22

 = ds
dx1

2

12
2

λ








 = 0

3µK = ds
dx

kjds
d k

jλ








+λ 33

 = 0

Since µ is unit vector, ji
ijg µµ  = 1 and it follows that K =  a

1
, 1µ = –1, 2µ  = 0, 3µ  = 0

Similarly we can shows that τ = 0 and .1,0,0 321 =ν=ν=ν

7.9 EQUATIONS OF A STRAIGHT LINE

Let iA  be a vector field defined along a curve C in 3E  such that

ixC : = )(sxi . s1 ≤ s ≤ s2,  (i = 1, 2, 3).

s being the arc parameter.

If the vector field iA  is parallel then from article 7.6 we have

s
Ai

δ
δ

= 0

or ds
dxA

i
ds
dAi β  

α









βα
+ = 0 (1)

We shall make use of equation (1) to obtain the equations of a straight line in general curvilinear

coordinates. The characteristic property of straight lines is the tangent vector λ
r

 to a straight line is

directed along the straight line. So that the totality of the tangent vectors λ
r

 forms a parallel vector field.
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Thus the field of tangent vector 
sd
xd i

i =λ  must satisfy equation (1), we have

s

i

δ
δλ

=
ds

dx
ds

dxi

ds
xd i βα









βα
+

2

2

= 0

The equation sd
xd

sd
xdi

ds
xd i βα









βα
+

2

2

 = 0 is the differential equation of the straight line.

EXERCISE

1. Show that 
dt

BAgd ji
ij )(

 = gij t
B

AgB
t

A i
i

ij
j

i

δ
δ

+
δ

δ

2. Show that ijji AA ,, –  = i
j

j
i

x

A

x
A

∂

∂

∂
∂ –

3. If j
iji AgA =  show that  α

α kiki AgA ,, =

4. Show that k

ji
ij

dx

BAgd )(
 = i

ki
i

ki ABBA ,, +

5. Show that

2

2

ds

iλδ
= )–(– iii KK

ds
dK

λτνµ

                 2

2

s

i

δ

µδ
= iii

ds
dK

K
ds
d

λµτ+ν
τ

–)(– 22

2

2

s

i

δ

νδ
= iii

ds

d
vK µ

τ
τλτ –)–(

6. Find the curvature and tension at any point of the circular helix C whose equations in cylindrical
coordinates are

,: 1 axC =   ,2 θ=x θ=3x

Show that the tangent vector λ at every point of C makes a constant angle with the direction of 3X -
axis.  Consider C also in the form y1 = a cosθ, y2 = a sinθ, y3 = θ. Where the coordinates yi are
rectangular Cartesion.



8.1 INTRODUCTION

Analytical mechanics is concerned with a mathematical description of motion of material bodies subjected
to the action of forces. A material body is assumed to consist of a large number of minute bits of matter
connected in some way with one another. The attention is first focused on a single particle, which is
assumed to be free of constraints and its behaviour is analyzed when it is subjected to the action of
external forces. The resulting body of knowledge constitutes the mechanics of a particle. To pass from
mechanics of a single particle to mechanics of aggregates of particles composing a material body, one
introduces the principle of superposition of effects and makes specific assumptions concerning the
nature of constraining forces, depending on whether the body under consideration is rigid, elastic,
plastic, fluid and so on.

8.2 NEWTONIAN LAWS

1. Every body continues in its state of rest or of uniform motion in a straight line, except in so
far as it is compelled by impressed forces to change that state.

2. The change of motion is proportional to the impressed motive force and takes place in the
direction of the straight line in which that force is impressed.

3. To every action there is always an equal and contrary reaction; or the mutual actions of two
bodies are always and oppositely directed along the same straight line.

The first law depends for its meaning upon the dynamical concept of force and on the kinematical
idea of uniform rectilinear motion.

The second law of motion intorduces the kinematical concept of motion and the dynamical idea
of force. To understand its meaning it should be noted that Newton uses the term motion in the sense
of momentum, i.e., the product of mass by velocity, this, "change of motion" means the time of change
of momentum.

In vector notation, the second law can be stated as

F
r

= dt
vmd )(
r

… (1)

ANALYTICAL MECHANICS

CHAPTER – 8
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If we postulate the invariance of mass then equation (1) can be written as

F
r

= am
r … (2)

from (1) if F
r

= 0 then dt
vmd )(
r

 = 0.

So that

vm
r = constant.

hence v
r  is constant vector..

Thus the first law is a consequence of the second.
The third law of motion states that accelerations always occur in pairs. In term of force we may

say that if a force acts on a given body, the body itself exerts an equal and oppositely directed force on
some other body. Newton called the two aspects of the force of action and reaction.

8.3 EQUATIONS OF MOTION OF A PARTICLE

THEOREM 8.1  The work done in displacing a particle along its trajectory is equal to the change in
the kinetic energy of particle.
Proof: Let the equation of path C of the particle in E3 be

ixC : = )(tx i … (1)

and the curve C the trajectory of the particle. Let at time t, particle is at P )}.({ tx i

If vi be the component of velocity of moving particle then

vi =
dt
dx i

… (2)

and if ai be the component of acceleration of moving particle then

ai = td
xdv

kj
i

dt
dv

t
v k

j
ii









+=
δ
δ

ai = dt
dx

dt
dx

kj

i

dt

xd kji









+
2

2

… (3)

where 
t

v i

δ
δ

 is the intrinsic derivative and the 








kj

i
 are the Christoffel symbols calculated from the

metric tensor gij

If m be the mass of particle. Then by Newton’s second law of motion

Fi = i
i

ma
t

v
m =

δ
δ

… (4)

We define the element of work done by the force F
r

 in producing a displacement rd
r  by invariant

dW = rdF
rr

. .
Since the components of F

r
 and rd

r  are F i and dxi respectively..
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Then
dW = gij F

i dxj … (5)
= Fj dxj where Fj = gij F

i

The work done in displacing a particle along the trajectory C, joining a pair of points P1 and P2, is
line integral

W = ∫
2

1

P

P

i
i dxF … (6)

using equation (4) then equation (6) becomes

W =  ∫ δ
δ2

1

P

P

j
i

ij dx
t

v
gm

= ∫ δ
δ2

1

P

P

ji

ij dt
dt

dx
t

v
gm

W =  ∫ δ
δ2

1

P

P

j
i

ij dtv
t

v
gm … (7)

Since g ij  v
i v j is an invariant then

t

vvg ji
ij

δ

δ )(
= )( ji

ij vvg
dt
d

or )( ji
ij vvg

dt
d

=  2 j
i

ij v
t
v

g
δ
δ

⇒
j

i

ij v
t
v

g
δ
δ

= )(
2
1 ji

ij vvg
dt
d

using this result in equation (7), we get

W= ∫
2

1

)(
2

P

P

ji
ij dtvvg

dt
dm

W= 2

1
][

2
P
P

ji
ij vvgm

Let T2 and T1 is kinetic energy at P2 and P1 respectively.
W = T2 – T1

where T = 
22

2vm
vvg

m ji
ij =  is kinetic energy of particle.

We have the result that the work done by force Fi in displacing the particle from the point P1 to

the point P2 is equal to the difference of the values of the quantity T = 2
1

 mv2 at the end and the

beginning of the displacement.

8.4 CONSERVATIVE FORCE FIELD

The force field Fi is such that the integral W = ∫
2

1

P

P

i
i dxF  is independent of the path.

Therefore the integrand Fi dxi is an exact differential
dW = Fi dxi … (8)
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of the work function W. The negative of the work function W is called the force potential or
potential energy.

We conclude from equation (8) that

Fi = –
ix

V

∂
∂

… (9)

where potential energy V is a function of coordinates xi. Hence, the fields of force are called conservative

if Fi = – .
ix

V

∂
∂

THEOREM 8.2 A necessary and sufficient condition that a force field Fi, defined in a simply
connected region, be conservative is that Fi,j = Fj,i.

Proof: Suppose that Fi conservative. Then Fi = – 
ix

V

∂
∂

Now,

Fi,j = kj
i F

ji

k

x

F









−
∂
∂

Fi,j = kj

i
F

ji

k

x
x
V









−
∂









∂
∂−∂

= kij
F

ij
k

xx
V









−
∂∂

∂−
2

… (1)

and

Fj,i = ki
j F

ij

k

x

F









−
∂

∂

Similarly,

Fj,i = – kji
F

ij

k

xx

V









−
∂∂

∂2

… (2)

From equation (1) and (2), we get
Fi,j = Fj,i

conversely, suppose that Fi,j = F j,i

Then

kj
i F

ji

k

x

F









−
∂
∂

= ki
j F

ij

k

x

F









−
∂

∂

⇒

j
i

x

F

∂
∂

= 








∂

∂

ji

k

x

F
i
j as  due to symmetry..
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Take Fi = ix

V

∂
∂

−

Then

j
i

x

F

∂
∂

= ij xx

V

∂∂
∂

−
2

= ji xx

V

∂∂
∂

−
2

= 







∂
∂

−
∂
∂

ji x

V

x

j
i

x

F

∂
∂

= i
j

x

F

∂

∂

So, we can take Fi  = .
ix

V

∂
∂

−

Hence, Fi is conservative.

8.5 LAGRANGEAN EQUATIONS OF MOTION

Consider a particle moving on the curve
ixC : = )(tx i

At time t, let particle is at point P (xi).

The kinetic energy T = 
2
1

 mv2 can be written as

T =
ji

ij xxgm &&
2
1

Since ix&  = vi.

or T =
kj

jk xxgm &&
2
1

… (1)

Differentiating it with respect to ix& , we get

ix

T
&∂

∂
= 









∂
∂

+
∂
∂

i

k
jk

i

j

jk
x

x
xx

x

x
gm &

&&&
&
&

2
1

= ( )jk
i

kj
ijk xxgm && δ+δ

2
1

= 
jk

ijk
kj

ijk xgmxgm && δ+δ
2
1

2
1

= ( )j
ji

k
ik xgxgm && +

2
1

= jiij
j

ij
j

ij ggxgxgm =+ as)(
2
1 &&
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ix

T
&∂

∂
= j

ij xgm &

or ix

T
&∂

∂
= k

ik xgm & …(2)

Differentiating equation (2) with respect to t, we get









∂
∂

ix

T
dt
d

& = ( )k
ik xg

dt
dm &

= 



 + k

ik
k

ik xgxg
dt
d

m &&&

= 







+

∂
∂ k

ik
k

j

j
ik xgx

dt
dx

x
g

m &&&

ix

T
dt
d

&∂
∂

= k
ik

kj
j

ik xgmxx
x

g
m &&&& +

∂

∂
… (3)

Since T = 
kj

jk xxgm &&
2
1

Differentiating it with respect to xi, we get

ix

T

∂
∂

= kj
i
jk xx

x

g
m &&

∂

∂

2
1

… (4)

Now,

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = kj

i
jkk

ik
kj

j
ik xx

x

g
mxgmxx

x

g
m &&&&&&

∂

∂
−+

∂
∂

2
1

= kj
i
jkkj

ik
kj

j
ikk

ik xx
x

g
mxxgmxx

x

g
mxgm &&&&&&&&

∂

∂
−+

∂
+

2
1

2
1

2
1

= kj
i
jkjk

k
ijkj

j
ikk

ik xx
x

g
mxx

x

g
mxx

x

g
mxgm &&&&&&&&

∂

∂
−

∂

∂
+

∂
+

2
1

2
1

2
1

=
kj

i

jk

k

ij

j
ikk

ik xx
x

g

x

g

x

g
mxgm &&&& 









∂

∂
−

∂

∂
+

∂
∂

+
2
1

= kjk
ik xxijkmxgm &&&& ],[+

= kj
il

ilk
ik xxijkggmxgm &&&& ],[+

= kj
il

ill
il xxijkggmxgm &&&& ],[+
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= [ ]kjill
il xxijkgxgm &&&& ],[+

= ,
















+ kjl
il xx

kj

l
xgm &&&&









=
kj

l
ijkg il ],[as

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = ,l

ilagm Since 
kjll xx

kj

l
xa &&&&









+=

where al is component of acceleration

or ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = m ai

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
&

= Fi … (5)

where Fi = m ai, component of force field. The equation (5) is Lagrangean equation of Motion.

For a conservative system, Fi = – .
ix

V

∂
∂

 Then equation (5) becomes

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = ix

V

∂
∂

−

or ii x

VT

x

T
dt
d

∂
−∂

−







∂
∂ )(
& = 0 … (6)

Since the potential V is a function of the coordinates xi alone. If we introduce the Lagrangean
function

L = T – V
Then equation (6) becomes

ii x

L

x

L
dt
d

∂
∂

−







∂
∂
& = 0 … (7)

EXAMPLE 1
Show that the covariant components of the acceleration vector in a spherical coordinate system

with

ds2 = 23222122121 )(sin)()()( dxxxdxxdx ++   are

a1 = 22312211 )sin()( xxxxxx &&&& −−

a2 = [ ] 232221221 )(cossin)()( xxxxxx
dt
d && −

and a3 = [ ]3221 )sin( xxx
dt
d &
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Solution
In spherical coordinate system, the metric is given by

ds2 = 23222122121 )(sin)()()( dxxxdxxdx ++

If v is velocity of the paiticle then

v2 =

23
221

22
21

212

)sin()( 







+








+








=








dt
dx

xx
dt

dx
x

dt
dx

dt
ds

v2 = 23221222121 )()sin()()()( xxxxxx &&& ++

If T be kinetic energy then

T =
2

2
1 mv

T = [ ]23221222121 )()sin()()()(
2
1 xxxxxxm &&& ++ … (1)

By Lagrangean equation of motion

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = Fi and m ai = Fi

where Fi and ai are covariant component of force field and acceleration vector respectively.
So,

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = m ai … (2)

Take i = 1,

m a1 = 11 x

T

x

T
dt
d

∂
∂

−







∂
∂
&

from (1), we get

m a1 = [ ]232212211 )()(sin2)(2
2

)2(
2
1 xxxxxmx

dt
dm &&& +−

a1 = [ ]23221221
1

)()(sin)( xxxxx
dt
xd &&&

+−

a1 = 22312211 )sin()( xxxxxx &&&& −−

Take i = 2,

m a2 = 22 x

T

x

T
dt
d

∂
∂

−







∂
∂
&

m a2 = [ ] 232221221 )(cossin)(2
2
12)(

2
1 xxxxmxx

dt
dm && −

a2 = [ ] 232221221 )(cossin)()( xxxxxx
dt
d && −
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Take i = 3

m a3 = 33 x
T

x
T

dt
d

∂
∂

−







∂
∂
&

m a3 = [ ] 0)sin()(2
2
1 2213 −xxx

dt
dm &

a3 = [ ]22213 )(sin)( xxx
dt
d &

EXAMPLE 2
Use Lagrangean equations to show that, if a particle is not subjected to the action of forces then

its trajectory is given by yi = ait + bi where ai and bi are constants and the yi are orthogonal cartesian
coordinates.

Solution

If v is the velocity of particle. Then we know that,

v2 = ji
ij yyg &&

where yi are orthogonal cartesian coordinates.
Since

gij = 0, ji ≠

gij = 1, i = j
So,

v2 = 2)( iy&
But,

T = ,
2
1 2mv T is kinetic energy..

T =
2)(

2
1 iym &

The Lagrangean equation of motion is

ii y
T

y
T

dt
d

∂
∂−






∂
∂
& = Fi

Since particle is not subjected to the action of forces.
So, Fi = 0

Then 





 iym

dt
d &2

2
1

– 0 = 0

dt
yd

m
i&

= 0
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or
dt
yd i&

= 0

⇒ iy& = ai

⇒ yi = ait + bi

where ai and bi are constant.

EXAMPLE 3
Prove that if a particle moves so that its velocity is constant in magnitude then its acceleration

vector is either orthogonal to the velocity or it is zero.

Solution

If vi be the component of velocity of moving particle then

vi =
dt
dx i

or vi = ix&
given |v| = constant.
Since

2|| vvvg ji
ij = = constant

Taking intrinsic derivative with respect to t, we get

)( ji
ij vvg

tδ
δ

= 0










δ
δ

+
δ

δ
t

v
vv

t
v

g
j

ij
i

ij = 0

t
v

vgv
t
v

g
j

i
ij

j
i

ij δ
δ

+
δ
δ

= 0

t
v

vgv
t
v

g
i

j
ji

j
i

ij δ
δ

+
δ
δ

= 0, (Interchange dummy index i and j in second term)

j
i

ij v
t
v

g
δ

δ
2 = 0  as  gij = gji

j
i

ij v
t
v

g
δ
δ

= 0

This shows that acceleration vector 
t

v i

δ
δ

 is either orthogonal to vi or zero i.e., .0=
δ
δ

t
v i



152 Tensors and Their Applications

8.6 APPLICATIONS OF LAGRANGEAN EQUATIONS

(i) Free-Moving Particle
If a particle is not subjected to the action of forces, the right hand side of equation (5), 148, vanishes.
Then we have

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = 0 … (1)

If xi be rectangular coordinate system, then T = .
2
1 ii yym &&

Hence, the equation (1) becomes m iy&&  = 0. Integrating it we get yi = ait + bi, which represents
a straight line.

(ii) Simple Pendulum
Let a pendulum bob of mass m be supported by an extensible string. In spherical coordinates, the
metric is given by

ds2 = 222222 sin θφ+φ+ drdrdr

If T be the kinetic energy, then

T = )sin(
2
1

2
1 2222222 θφ+φ+= &&& rrrmmv … (1)

Fig. 8.1.

from Lagrangean equation of motion

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& = Fi i = 1, 2, 3

x1 = .,, 32 θ=φ= xxr

So, take  x1 = r

θ

r

φ

Y 2

R

Y 3

Y 1

O

mg cos φ

mg sin φ
mg

P



Analytical Mechanics 153

r
T

r
T

dt
d

∂
∂

−







∂
∂

& = mg cos R−φ

from (1), we have

222 sin θφφ &&&& rrr −− = g cos m
R−φ … (2)

Take x2 = ,φ  we have

2cossin2 θφφ−φ+φ &&&&& rrr = – g sin φ … (3)

and take x3 = ,θ  we have

)sin( 22 φθ&r
dt
d

= 0 … (4)

If the motion is in one plane, we obtain from equations (2), (3), and (4), by taking .0=θ&

2φ− &&& rr = g cos m
R−φ

φ+φ &&&& rr 2 = – g sin φ

If r&  = 0, we get, 





−=φ

r
g&&  sinφ which is equation of simple pendulum supported by an

inextensible string. For small angles of oscillation the vibration is simple harmonic. For large vibration
the solution is given in the term of elliptic functions.

8.7 HAMILTON’S PRINCIPLE

If a particle is at the point P1 at the time t1 and at the point P2 at the time t2, then the motion of the
particle takes place in such a away that

dtxFT
t

t

i
i∫ δ+δ

2

1

)( = 0

where xi = xi (t) are the coordinates of the particle along the trajectory and xi + ixδ  are the coordinates
along a varied path beginning at P1 at  time t1 and ending at P2 at time t2.
Proof: Consider a particle moving on the curve

ixC : = ),(tx i
21 ttt ≤≤

At time t, let particle is at P(xi). If T is kinetic energy. Then

T =
ji

ij xxgm &&
2
1

or T = T ),( ii xx &  i.e, T is a function of xi and ix& . Let C ' be another curve, joining t1 and t2 close
to be C is

),(: txC' i ε = )()( txtx ii δ+
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At t1 and t2
xi = iii xxx δε+=

⇒ )( 1tx iδ = 0 and 0)( 2 =δ tx i

But T = T ).,( ii xx &
If Tδ  be small variation in T.. Then

Tδ =
i

i
i

i
x

x

T
x

x

T
δ

∂
∂

+δ
∂
∂ &
&

Now,

{ }∫ δ+δ
2

1

)(
t

t

i
i dtxFT = dtxFx

x

T
x

x

Tt

t

i
i

i
i

i
i∫ 






 δ+δ

∂
∂

+δ
∂
∂2

1

&
&

= dtxFdtx
x

T
dtx

x

Tt

t

t

t

i
i

i
i

t

t

i
i∫ ∫∫ δ+δ

∂
∂

+δ
∂
∂2

1

2

1

2

1

&
&

Integrating second term by taking ix

T
&∂

∂
 as 1st term

= ∫ ∫∫ δ+δ







∂
∂

−



 δ
∂
∂

+δ
∂
∂ 2

1

2

1

2

1

2

1

t

t

t

t

i
i

i
i

t

t

t

t

i
i

i
i dtxFdtx

x

T
dt
d

x
x

T
dtx

x

T
&&

Since .0)(,0)( 21 =δ=δ txtx ii

then .0
2

1

=





 δ

∂
∂ t

t

i
i

x
x

T
&

So,

( )dtxFT
t

t

i
i∫ +

2

1

δδ = ∫ ∫ δ








∂

∂
−δ

∂

∂2

1

2

1

t

t

t

t

i
i

i
i dtx

x

T

dt

d
dtx

x

T

&

∫ δ+
2

1

t

t

i
i dtxF

( )∫ δ+δ
2

1

t

t

i
i dtxFT = ∫ 








+








∂
∂−

∂
∂2

1

t

t

i
iii

dtxF
x

T
dt
d

x

T δ&
since particle satisfies the Lagrangean equation of motion. Then

ii x

T

x

T
dt
d

∂
∂

−







∂
∂
& =  Fi

or 







∂
∂

−
∂
∂

ii x

T
dt
d

x

T
& = – Fi
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So,

dtxFT
t

t

i
i )(

2

1
∫ δ+δ = ∫ δ+−

2

1

][
t

t

i
ii dtxFF

∫ δ+δ
2

1

)(
t

t

i
i dtxFT =  0 Proved.

8.8 INTEGRAL OF ENERGY

THEOREM 8.3 The motion of a particle in a conservative field of force is such that the sum of its
kinetic and potential energies is a constant.
Proof: Consider a particle moving on the curve

C : xi = ),(tx i
21 ttt ≤≤

At time t, let particle is at P (xi). If T is kinetic energy. Then

T =
ji

ij xxgm &&
2
1

or T =
ji

ij vvgm
2
1

As T is invariant. Then
Taking intrinsic derivative with respect to t, we get

dt
dT

= t
T

δ
δ

= 







δ
δ ji

ij vvgm
t 2

1

= 










δ
δ

+
δ

δ
t

v
vv

t
v

gm
j

ij
i

ij2
1

= 










δ
δ

+
δ
δ i

j

ij
j

i

ij v
t

v
gv

t
v

gm
2
1

= 








δ
δ

+
δ
δ j

i

ji
j

i

ij v
t
v

gv
t
v

gm
2
1

, Since i and j are dummy indices.

= j
i

ij v
t
vgm
δ
δ2

2
1

as jiij gg =

dt
dT

= j
i

ij v
t
vgm
δ

δ

or dt
dT

= i
j

ij v
t

v
gm

δ
δ
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= j
j

ij
ij a

t
v

vagm =
δ

δ
as

dt
dT

= m ai v
i, since gij a

j = ai

dt
dT

= Fi v
i,

Since Fi = m ai is a covariant component of force field.

But given Fi is conservative, then

Fi = – ,
ix

V

∂
∂

 where V is potential energy..

So,

dt
dT

= – i
i
v

x

V

∂
∂

=
dt
dx

x

V i

i∂
∂

−

dt
dT

=
dt
dV−

dt
dV

dt
dT + = 0 0)( =+⇒ VT

dt
d

⇒ T + V = h, where h is constant.
Proved.

8.9 PRINCIPLE OF LEAST ACTION

Let us consider the integral

A = ∫
2

1

.
P

p
dsmv (1)

evaluated over the path

ixC : = ),(tx i
21 ttt ≤≤

where C is the trajectory of the particle of mass m moving in a conservative field of force.
In the three dimensional space with curvilinear coordinates, the integral (1) can be written as

A = j
iP

p
ij dx

dt
dx

gm∫
2

1

= dt
dt

dx
dt
dxgm

jPt

Pt

i

ij∫
)(

)(

2

1
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Since T = 
dt

dx
dt

dx
gm

ji

ij2
1

, we have

A = ∫
)(

)(

2

1

2
Pt

Pt
dtT

This integral has a physical meaning only when evaluated over the trajectory C, but its value can
be computed along any varied path joining the points P1 and P2.

Let us consider a particular set of admissible paths C' along which the function T + V, for each
value of parameter t, has the same constant value h. The integral A is called the action integral.

The principle of least action stated as “of all curves C' passing through P1 and P2 in the
neighbourhood of the trajectory C, which are traversed at a rate such that, for each C', for every value
of t, T + V = h, that one for which the action integral A is stationary is the trajectory of the particle.”

8.10 GENERALIZED COORDINATES

In the solution of most of the mechanical problems it is more convenient to use some other set of
coordinates instead of cartesian coordinates. For example, in the case of a particle moving on the
surface of a sphere, the correct coordinates are spherical coordinates  r, φθ,  where θ  and φ  are only
two variable quantities.

Let there be a particle or system of n particles moving under possible constraints. For example, a
point mass of the simple pendulum or a rigid body moving along an inclined plane. Then there will be
a minimum number of independent coordinates required to specify the motion of particle or system of
particles. The set of independent coordinates sufficient in number to specify unambiguously the system
configuration is called generalized coordinates and are denoted by nqqq ...,, 21  where n is the total
number of generalized coordinates or degree of freedom.

Let there be N particles composing a system and let ),...2,1(),3,2,1(,)( Nix i =α=α  be the positional
coordinates of these particles referred to some convenient reference frame in E3. The system of N free
particles is described by 3N parameters. If the particles are constrained in some way, there will be

certain relations among the coordinates ix )(α  and suppose that there are r such independent relations,

);...,,;,,( 3
)(

2
)(

1
)(

3
)2(

2
)2(

1
)2(

3
)1(

2
)1(

1
)1( NNN

i xxxxxxxxxf  =   0, (i = 1, 2, ..., r) … (1)

By using these r equations of constraints (1), we can solve for some r coordinates in terms of the
remaining 3N – r coordinates and regard the latter as the independent generalized coordinates qi. It is
more convenient to assume that each of the 3N coordinates is expressed in terms of 3N – r = n
independent variables qi and write 3N equations.

ix )(α = ix )(α  ),,...,,( 21 tqqq n … (2)

where we introduced the time parameter t which may enter in the problem explicitly if one deals with
moving constraints. If t does not enter explicitly in equation (2), the dynamical system is called a
natural system.

The velocity of the particles are given by differentiating equations (2) with respect to time. Thus

ix )(α& = t

x
q

q

x i
j

j

i

∂

∂
+

∂

∂ αα )()( & … (3)
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The time derivatives iq&  of generalized coordinates qi the generalized velocities.
For symmetry reasons, it is desirable to introduced a number of superfluous coordinates qi and

describe the system with the aid of k > n coordinates q1, q2,..., qk. In this event there will exist certain
relations of the form

),....,( 1 tqqf kj = 0 … (4)

Differentiating it we get

t
f

q
q

f j
i

i

j

∂
∂

+
∂
∂ & = 0 … (5)

It is clear that they are integrable, so that one can deduce from them equations (4) and use them
to eliminate the superfluous coordinates .

In some problems, functional relations of the type

),,...,;,...,,( 121 tqqqqqF kkj && = 0, ( j = 1, 2, 3, ..., m) … (6)
arise which are non-integrable. If non-integrable relations (6) occurs in the problems we shall say that
the given system has k – m degrees of freedom, where m is the number or independent non-integrable
relations (6) and k is the number of independent coordinates. The dynamical systems involving non-
integrable relations (6) are called non-holonomic to distinguish them from holonomic systems in which
the number of degrees of freedom is equal to the number of independent generalized coordinates.

In other words, a holonomic system is one in which there are no non-integrable relations involving
the generalized velocities.

8.11 LAGRANGEAN EQUATIONS IN GENERALIZED COORDINATES

Let there be a system of particle which requires n independent generalized coordinates or degree of
freedom to specify the states of its particle.

The position vectors xr are expressed as the function of generalized coordinates ),...,2,1(, niq i =
and the time t i.e.,

xr = xr );,,...,,( 21 tqqq n ),3,2,1( =r

The velocity rx&  of any point of the body is given by

rx& = t
x

dt
dq

q

x rj

j

r

∂
∂+

∂
∂

= ,
t

x
q

q

x r
j

j

r

∂
∂

+
∂
∂ &  ( j = 1, 2,  ..., n)

where jq&  are the generalized velocities.

Consider the relation, with n degree of freedom,

xr = xr ),...,,( 21 nqqq … (1)

involve n independent parameters qi. The velocities rx&  in this case are given by

rx& = ,j
j

r

q
q

x &
∂
∂

(r = 1, 2, 3;  j = 1, 2, ..., n) …(2)
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where jq&  transform under any admissible transformation,

kq = ),,...,( 1 nk qqq (k = 1, 2, ..., n) … (3)

in accordance with the contravariant law.
The kinetic energy of the system is given by the expression of the form

T = ,
2
1 sr

rs xxgm &&Σ (r,s = 1,2,3,) … (4)

where m is the mass of the particle located at the point xr. The grs are the components of the metric
tensor.

Substituting the value of rx&  from equation (2), then equation (4) becomes

T =
ji

j

s

i

r

rs qq
q

x

q

x
gm &&

∂
∂

∂
∂

Σ
2
1

T =
ji

ij qqa &&
2
1

… (5)

where ija = ,
j

s

i

r

rs q

r

q

x
gm

∂
∂

∂
∂

Σ (r, s = 1, 2, 3), (i, j = 1, ..., n)

Since T = 
ji

ij qqa &&
2
1

 is an invariant and the quantities ija  are symmetric, we conclude that the ija

are components of a covariant tensor of rank two with respect to the transformations (3) of generalized
coordinates.

Since the kinetic energy T is a positive definite form in the velocities .0||, >ij
i aq&  Then we

construct the reciprocal tensor ija .
Now, from art. 8.5, Pg. 146, by using the expression for the kinetic energy in the form (5), we

obtain the formula,

ii q

T

q

T
dt
d

∂
∂

−








∂
∂
& = 



















+ kjl
il qq

kj

l
qa &&&& (6)

where the Christoffel symbol 








kj

l
 are constructed from the tensor akl.

Put

kjl qq
kj

l
q &&&&









+ = Q l

so, the equation (6), becomes

ii q

T

q

T
dt
d

∂
∂

−








∂
∂
& = ail Q

l

=   Qi (i = 1, 2, ..., n) … (7)
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Now, from the realtions 
j

ji

r

i

r

j

r

j

r

q
qx

x

q

x

q

x

q

x &&
&
&

∂∂
∂

=
∂
∂

∂
∂

=
∂
∂ 2

,  and 








∂
∂

=
∂
∂

i

r

i

r

q
x

dt
d

q
x&

 and using equations

(2) and (4).
Then by straightforward calculation, left hand member of equation (7) becomes

ii q

T

q

T
dt
d

∂
∂

−








∂
∂
& = ∑ ∂

∂
i

r

r q

x
am … (8)

in which a j = g ij a
i is acceleration of the point P.

Also, Newton's second law gives
m ar = Fr … (9)

where s
rF '  are the components of force F acting on the particle located at the point P..

From the equation (9), we have

∑ ∂
∂

i

r

r q

x
am = ∑ ∂

∂
i

r

r q

x
F

and equation (8) can be written as

ii q

T

q

T
dt
d

∂
∂

−








∂
∂
& = i

r

r q

x
F

∂
∂∑ … (10)

comparing (7) with (8), we conclude that

iQ = ∑ ∂
∂

i

r

r q

x
F

where vector Qi is called generalized force.
The equations

ii q

T

q

T
dt
d

∂
∂

−








∂
∂
& = Qi … (11)

are known as Lagrangean equations in generalized coordinates.
They give a system of n second order ordinary differential equations for the generalized coordinates qi.
The solutions of these equations in the form

iqC : = qi (t)
Represent the dynamical trajectory of the system.

If there exists a functions ),...,,( 21 q"qqV  such that the system is said to be conservative and for
such systems,  equation (11) assume the form

ii q

L

q

L
dt
d

∂
∂

−








∂
∂
& = 0 … (12)

where L = T – V is the kinetic potential.
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Since L (q, q& ) is a function of both the generalized coordinates and velocities.

dt
dL

=
i

i
i

i
q

q

L
q

q

L &&&
& ∂

∂
+

∂
∂

… (13)

from (12), we have iq
L

∂
∂

 = .








∂
∂

iq

L
dt
d

&
Then equation (13), becomes

dt
dL

= i
i

i
i

q
q

L
dt
d

q
q

L &
&

&&
& 





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

∂
∂

+
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∂

= 








∂
∂ i

i
q

q

L
dt
d &

& … (14)

since L = T – V but the potential energy V is not a function of the iq&
i

i
q

q
L &&∂

∂
= Tq

q
T i

i
2=

∂
∂ &&

since T= .
2
1 ji

ij qqa &&

Thus, the equation (14) can be written in the form

dt
TLd )2( −

= 0)( =+
dt

VTd

which implies that T + V = h (constant).
Thus, along the dynamical trajectory, the sum of the kinetic and potential energies is a constant.

8.12 DIVERGENCE THEOREM, GREEN'S THEOREM, LAPLACIAN OPERATOR AND
STOKE'S THEOREM IN TENSOR NOTATION

(i) Divergence Theorem

Let F
r

 be a vector point function in a closed region V bounded by the regular surface S. Then

∫
V

F
r

div = ∫ ⋅
S

dsnF ˆ
r

… (1)

where n̂  is outward unit normal to S.
Briefly the theorem states that the integral with subscript V is evaluated over the volume V while

the integral in the right hand side of (1) measures the flux of the vector quantity F
r

 over the surface S.
In orthogonal cartesian coordinates, the divergence of F

r
 is given by the formula

div F
r

= 3

3

2

2

1

1

x

F

x

F

x

F

∂
∂

+
∂
∂

+
∂
∂

… (2)
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If the components of F
r

 relative to an arbitrary curvilinear coordinate system X are denoted by
F i  then the covariant derivative of F i is

i
jF , =

k
j

i

F
jk

i

x
F









+
∂
∂

The invariant i
jF,  in cartesian coordinates represents the divergence of the vector field F

r
.

Also,

nF ˆ⋅
r

= i
iji

ij nFnFg = since i
j

ij nng =

Hence we can rewrite equation (1) in the form

∫
V

i
i dVF, = ∫

S

i
i dSnF … (3)

(ii) Symmetrical form of Green's Theorem

Let ),,( 321 xxxφ  and ),,( 321 xxxψ  be two scalar function in V.. Let iφ  and iψ  be the gradients of φ

and ψ  respectively, so that

φ∇ = ii
x∂
φ∂

=φ  and ψ∇  = ii
x∂
ψ∂

=ψ

Put Fi = iφψ  and from the divergence of   we get

j
iF, = )( ,, jiji

ij
ji

ij gFg φψ+φψ=

Substituting this in equation (3), we get

∫ φψ+φψ
V

jiji
ij dVg )( , = dSni

S

i∫φψ … (4)

Since ,iψ=ψ∇  then

ji
ijg ,ψ = ψ∇2 … (5)

Also, the inner product ji
ijg φψ  can be written as

ji
ijg φψ = ψ∇φ∇ .

where ∇  denote the gradient and 2∇  denote the Laplacian operator..
Hence the formula (4) can be written in the form

∫ φψ+φψ
V

Ji
ij

ji
ij dVgg ).( , = ∫ ψ∇⋅φ

S

dSn̂

∫ ψ∇⋅φ∇+ψ∇φ
V

dV)( 2

= ∫ ψ∇⋅φ
S

dSn̂

∫ ψ∇φ
V

dV2

= ∫∫ ψ∇⋅φ∇−ψ∇⋅φ
VS

dVn̂ … (6)

where .ˆ
n

nn i
i ∂

ψ∂=ψ=ψ∇⋅
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Interchanging φ  and ψ  in equation (5), we get

∫ φ∇ψ
V

dV2

= ∫∫ φ∇⋅ψ∇−φ∇⋅ψ
VS

dVn̂ … (7)

Subtracting equation (5) from equation (6), we get

∫ φ∇ψ−ψ∇φ
V

dV)( 22

= ∫ 







∂
φ∂

ψ−
∂
ψ∂

φ
S

dS
nn … (8)

This result is called a symmetric form of Green's theorem.

(iii ) Expansion form of the Laplacian Operator
The Laplacian of ψ  is given by

ψ∇2 = ji
ijg ,ψ from (5)

when written in the terms of the christoffel symbols associated with the curvilinear coordinates
xi covering E3,

ψ∇2 = 









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ψ∂
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
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and the divergence of the vector F i  is

i
iF, =

j
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i

F
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i

x

F
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

+
∂
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…(10)

But we know that 








ij

i
= g

x j
log

∂
∂

The equation (10) becomes

i
iF, =

j
ji

i

Fg
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F


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


∂
∂

+
∂
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iF, = i

i
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Fg

g ∂

∂ )(1
… (11)

If putting F i  = j
ij

j
ij g

x
g ψ=

∂
ψ∂

 in equation (11), we get

ij
ijg ,ψ = i

j
ij

x
x

gg

g ∂









∂
ψ∂

∂
1

… (12)

But from equation (5), we know that

ψ∇2 = ij
ijg ,ψ
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Hence equation (12) becomes

ψ∇2 =
i

j
ij

ij
ij

x
x

gg

g
g

∂









∂
ψ∂

∂
=ψ

1
,

It is expansion form of Laplacian operator.

(iv) Stoke's Theorem

Let a portion of regular surface S be bounded by a closed regular curve C and let F
r

 be any vector point
function defined on S and on C. The theorem of Stokes states that

∫
S

dsFn
r

curl.ˆ = ∫
C

dsF λ̂.
r

… (13)

where λ  is the unit tangent vector to C and curl F
r

 is the vector whose components in orthogonal
cartesian coordinates are determined from

curl F
r

=
321

321

321

FFF
xxx

eee

∂
∂

∂
∂

∂
∂

 = F
r

×∇ … (14)

where ei being the unit base vectors in a cartesian frame.
We consider the covariant derivative Fi,j of the vector Fi and form a contravariant vector

Gi = – kj
ijkF ,ε … (15)

we define the vector G to be the curl of F
r

.

Since n̂ . curl F
r

 = ikj
ijki

i nFGn ,ε−=  and the components of the unit tangent vector λ  and 
ds
dx i

.

Then equation (13) may be written as

∫ ε−
S

ikj
ijk dsnF , = ∫

C

i

i ds
ds
dx

F … (16)

The integral ∫
c

i
i dxF  is called the circulation of F

r
 along the contour C.

8.13 GAUSS'S THEOREM

The integral of the normal component of the gravitational flux computed over a regular surface S
containing gravitating masses within it is equal to mπ4  where m is the total mass enclosed by S.
Proof: According to Newton's Law of gravitation, a particle P of mass m exerts on a particle Q of unit

mass located at a distancer r from P. Then a force of magnitude .
2r

mF =

Consider a closed regular surface S drawn around the point P and let θ  be the angle between the
unit outward normal to n̂  to S and the axis of a cone with its vertex at P.. This cone subtends an
element of surface dS.
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The flux of the gravitational field produced by m is

∫
S

dSnF ˆ.
r

= ∫ θ
θ

S

dwr

r

m
cos

cos 2

2

where dS = 
θcos

2dwr
 and dw is the solid angle subtended by dS.

Thus, we have,

∫
S

dSnF ˆ.
r

= ∫ π=
S

mdwm 4 … (1)

Fig. 8.2.

If there are n discrete particles of masses mi located within S, then

nF ˆ.
r

= ∑
=

θn

i i

ii

r

m

1
2

cos

and total flux is

dSnF
S
∫ ˆ.

r
= ∑

=

π
n

i
im

1

4 … (2)

The result (2) can be easily generalized to continuous distributions of matter whenever such
distribution no where melt the surface S.

The contribution to the flux integration from the mass element ρ dV contained within V, is

dSnF
S
∫ ˆ.

r
= ∫

θρ

S

dS
r

dV
2

cos

and the contribution from all masses contained easily within S is

dSnF
S
∫ ˆ.

r
= ∫ ∫ 












 ρθ

S V

dS
r

dV
2

cos
… (3)

dω

n
F

dS

θ

r

P
m

S
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where ∫
V

 denotes the volume integral over all bodies interior to S. Since all masses are assumed to be

interior to S,r never vanishes. So that the integrand in equation (3)  is continuous and one can interchange
to order of integration to obtain

dSnF
S
∫ ˆ.

r
= ∫ ∫ 






 θ

ρ
V

s
dV

r

dS
2

cos
… (4)

But ∫ π=
θ

S
r

dS
.4

cos
2  Since it represents the flux due to a unit mass contained within S.

Hence

dSnF
S
∫ ˆ.

r
= ∫ π=ρπ

V

mdV 44 … (5)

where m denotes the total mass contained within S. Proved.
Gauss's theorem may be extended to cases where the regular surface S cuts the masses, provided

that the density S is piecewise continuous.
Let S cut some masses. Let S' and S"  be two nearby surfaces, the first of which lies wholly within

S and the other envelopes S. Now apply Gauss's theorem to calculate the total flux over S"  produced by
the distribution of masses enclosed by S since S"  does not intersect them.

We have

dSnF i

S"

)ˆ.(∫
r

= mπ4

where the subscript i on nF ˆ⋅
r

 refers to the flux due to the masses located inside S and m is the total
mass within S. On the other hand, the net flux over S' due to the masses outside S, by Gauss's theorem
is

∫ ⋅
'

)ˆ(
S

o dsnF
r

= 0

where the subscript o on nF ˆ⋅
r

 refers to the flux due to the masses located outside S.
Now if we S' and S"  approach S, we obtain the same formula (5) because the contribution to the

total flux from the integral ∫ ⋅
'

)ˆ(
S

o dSnF
r

 is zero.

8.14  POISSON'S EQUATION

By divergence theorem, we have

∫
S

dsnF ˆ.
r

= ∫
V

dVF
r

 div

and by Gauss's Theorem,

∫
S

dsnF ˆ.
r

= ∫ρπ
V

dV4

from these, we have
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∫ πρ−
v

dVF )4div(
r

= 0

Since this relation is true for an arbitrary V and the integrand is piecewise continuous, then

div F
r

= πρ4
By the definition of potential function V, we have

F
r

= V−∇

and V∇div = V2∇
So,

div F
r

= πρ4

div ( V−∇ ) = πρ4

V2∇ = – πρ4
which is equation of poisson.

If the point P is not occupied by the mass, then ρ  = 0. Hence at all points of space free of matter
the potential function V satisfies Laplace's equation

V2∇ = 0

8.15 SOLUTION OF POISSON’S EQUATION

We find the solution of Poisson’s Equation by using Green’s symmetrical formula. We know that
Green's symmetrical formula

∫ φ∇ψ−ψ∇φ
V

dV)( 22 = dS
nn

S
∫ 








∂
φ∂

ψ−
∂
ψ∂

φ … (1)

where V is volume enclosed by S and φ  and ψ  are scalar point functions.

Put r
1=φ  where r is the distance between the points ),,( 321 xxxP  and ),,( 321 yyyQ  and V is

the gravitational potential.

Fig. 8.3.
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n
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Since r
1

 has a discontinuity at ,ii yx =  delete the point P(x) from region of integration by

surrounding it with a sphere of radius ε  and volume V'. Apply Green’s symmetrical formula to the

region V – V' within which r
1

 and V possess the desired properties of continuity..

In region .01, 22 =∇=φ∇−
r

V'V

Then equation (1) becomes

∫
−

ψ∇
V'V

dV
r

21
= ∫ ∫ 









∂

∂
ψ−

∂
ψ∂

+








∂

∂
ψ−

∂
ψ∂

S S'

rr ds
nnr

dS
nnr

11 11
… (2)

where n̂  is the unit outward normal to the surface S + S' bounding V – V' . S' being the surface of the

sphere of radius ε  and .
rn ∂

∂−=
∂
∂

Now

dS
nnr

S

r∫ 








∂

∂
ψ−

∂
ψ∂

'

11
= dS

rrr
S

r∫ 








∂

∂
ψ−

∂
ψ∂

−
'

11

= dwr
rrr

S

2

'

2

1
∫ 






 ψ

−
∂
ψ∂

−

= dw
r

r
S
∫ 






 ψ+

∂
ψ∂

−
'

( )
∫ 









∂

∂
ψ−

∂
ψ∂

'

11

S

r

nnr = ∫ ψπ−







∂
ψ∂

ε−
ε=S' r

dw
r

4  … (3)

where ψ  is the mean value of V over the sphere S' and w denote the solid angle.

                              Let )(),,( 321 Pxxx ψ=ψ as 0→r  then as 0→ε  from (3), we have

∫ 








∂

∂
ψ−

∂
ψ∂

S'

r

nnr

11
= )(4 Pπψ−

Then equation (2) becomes

∫ ψ∇
V

dV
r

21
= )(4

1 1

PdS
nnr

S

r πψ−








∂

∂
ψ−

∂
ψ∂

∫

Since 0→ε  then ∫ ψ∇
V'

dV
r

21
 = 0.
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)(Pψ = ∫ ∫ ∫ ∂

∂
ψ

π
−

∂
ψ∂

π
+ψ∇

π
−

V S S

r dS
n

dS
nr

dV
r

1
2

4
11

4
11

4
1

… (4)

This gives the solution of Poisson's equation at the origin.
If ψ  is regular at infinity, i.e., for sufficiently large value of r, ψ  is such that

r
m≤ψ)(  and 2r

m
r

≤
∂
ψ∂

… (5)

where m is constant.
If integration in equation (4) is extended over all space, so that ∞→r . Then, using equation (5),

equation (4) becomes

)(Pψ = ∫
∞

ψ∇
π

− dV
r

2

4
1

… (6)

But ψ  is a potential function satisfying the Poisson's equation i.e. .42 πρ−=ψ∇

Hence, from (6), we get

)(Pψ = ∫
∞

ρ
r

dV

This solution is Unique.

EXERCISES

1. Find, with aid of Lagrangian equations, the trajectory of a particle moving in a uniform gravitational
field.

2. A particle is constrained to move under gravity along the line yi = cis (i = 1, 2, 3). Discuss the motion.

3. Deduce from Newtonian equations the equation of energy T + V = h, where h is constant.

4. Prove that

∫ψ
S

i
i dSn = dV

V

ψ∇∫ 2

where .
ii

x∂
ψ∂

=ψ

5. Prove that the curl of a gradient vector vanishes identically.



9.1 CURVATURE OF CURVE: PRINCIPAL NORMAL

Let C  be a curve in a given nV  and let the coordinates ix  of the current point on the curve expressed
as functions of the arc length s. Then the unit tangent t to the curve the contravariant components

it =
ds

dxi

...(1)

The intrinsic derivative (or desired vector) of it  along the curve C is called the first curvaturee

vector of curve C relative to nV  and is denoted by p
r

. The magnitude of curvature vector p
r

is called
first curvature of C relative nV  and is denoted by K:

So,

K = ji
ij ppg

where iP  are contravariant components of p
r

 so that

iP =
ds

dx
jt

j
i ,

= ds

dx

j

i
t

x

t i

j

i




















α
+

∂

∂ α

=








α
+

∂

∂ α

j

i

ds

dx
t

ds

dx

x

t jj

j

i

=








α
+

α

j

i

ds

dx

ds

dx

ds

dt ji

= ,2

2









+
jk

i

ds

dx

ds

dx

ds

xd kji

 Replacing dummy index α  by k
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ip =








+
kj

i

ds

dx

ds

dx

ds

xd kji

2

2

  as 








=








jk

i

kj

i

If  n̂   is a unit vector in the direction of ,p
r

 then we have

p
r

= nk ˆ

The vector n̂  is called the Unit principal normal.

9.2 GEODESICS

Geodesics on a surface in Euclidean three dimensional space may be defined as the curve along which
lies the shortest distance measured along the surface between any two points in its plane.
But when the problem of find the shortest distance between any two given points on a surface is
treated properly, it becomes very complicated and therefore we define the geodesics in 3V  as follows:

(i) Geodesic in a surface  is defined as the curve of stationary length on a surface between any
two points in its plane.

(ii) In 3V  geodesic is also defined as the curve whose curvature relative to the surface is
everywhere zero.

By generalising these definitions we can define geodesic in Riemannian nV as

(i) Geodesic in a Riemannian nV  is defined as the curve of minimum (or maximum) length
joining two points on it.

(ii) Geodesic is the curve whose first curvature relative to nV  is zero at all points.

9.3 EULER'S  CONDITION

THEOREM 9.1 The Euler condition for the integral

∫
1

),(
t

t

ii

o

dtxxf &

to be staionary are










∂

∂
−

∂

∂
ii x

f

dt

d

x

f

& = 0

where ix& =
dt

dxi

 i = 1, 2, 3,...

Proof: Let C be a curve in a nV  and A, B two fixed points on it. The coordinates ix  of the current point
P on C are functions of a single parameter t. Let 0t  and 1t  be the values of the parameter for the points
A and B respectively.

To find the condition for the integral

∫
1

0

),(
t

t

ii dtxxf & ...(1)

to be stationary.

Let the curve suffer an infinitesimal deformation to ,C′  the points A and B remaining fixed while
the current points P(xi) is displaced to P' (xi + ηi) such that ηi = 0 at A and B both.



172 Tensors and Their Applications

Fig. 9.1

In this case the value of integral (1) becomes I ′
So,

I ′ = ( )∫ η+η+
1

0

,
t

t

iiii dtxxF &&

By Taylor's theorem

),( kyhxF ++ = ⋅⋅⋅⋅+







∂
∂+

∂
∂+

y
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x
fhyxf ),(

Then

I ′ = ∫ 
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
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


⋅⋅⋅+






 η

∂
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∂
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1

0

),(
t

t

i
i

i
i

ii dt
x
F

x
FxxF &&

I ′ = ∫∫ 





 η

∂
∂

+η
∂
∂

+
1

0

1

0

),(
t

t

i
i

i
i

t

t

ii dt
x
F

x
F

dtxxF &&&

(Neglecting higher order terms in small quantities iη )

I ′ = ∫ 





 η

∂
∂

+η
∂
∂

+
1

0

t

t

i
i

i
i dt

x
f

x
F

I &&

Iδ = ∫ 





 η

∂
∂

+η
∂
∂

=−′
1

0

t

t

i
i

i
i dt

x
F

x
F

II && ...(2)

where    j
j

i
i x

x
z &&

∂
∂=η

Now,

∫ η
∂
∂1

0

t

t

i
i

dt
x
F &
& = ∫ η








∂
∂





 η
∂
∂ 1

0

1

0

–
t

t

i
i

t

t

i
i dt

x
F

dt
d

x
F

&&

= ∫ η







∂
∂

−
1

0

t

t

i
i dt

x
F

dt
d

& ...(3)

A B

P

P'

C

C’
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










=η=η=



 η
∂
∂

0)()(,0)( since 01

1

0

ttt
x

F ii
t

t

i
i&

Then equation (2) becomes

Iδ = ∫ η















∂
∂−

∂
∂it

t

i
ii

dt
x
F

dt
d

x
F

0 & ...(4)

The integral I is stationary if .0=δI

i.e., if ∫ η















∂
∂−

∂
∂1

0

t

t

i
ii

dt
x
F

dt
d

x
F

& = 0

Since iη  are arbitrary and hence the integrand of the last integral vanishes, so that









∂
∂

−
∂
∂

ii x

F
dt
d

x

F
& = 0,  (i = 1, 2,..., n) … (5)

Hence the necessary and sufficient condition for the integral (1) to be stationary are







 ∂

∂
∂

ii dx

F
dt
d

x

F
– = 0, (i = 1, 2, …, n)

These are called Euler's conditions for the integral I to be stationary.

9.4 DIFFERENTIAL EQUATIONS OF GEODESICS
To obtain the differential equations of a geodesic in a ,nV  using the property that it is a path of minimum
(or maximum) length joining two points A and B on it.

Proof: Consider a curve C in nV  joining two fixed points A and B on it and )(tx i  be the coordinates of

point P on it.

The length of curve C is

s = ∫
B

A

ji

ij dt
dt
xd

dt
xd

g ...(1)

dt

ds
=

dt
xd

dt
xd

g
ji

ij

Put

dt

ds
= (say) F

dt
xd

dt
xd

g
ji

ij = ...(2)

or s& = Fxxg ji
ij =&&

Then equation (1) becomes

s = ∫
B

A
dtF ...(3)
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Since curve C is geodesic, then the integral (3) should be stationary, we have from Euler's
condition










∂

∂
−

∂

∂
ii x

F

dt

d

x

F

& = 0 ...(4)

Differentiating equation (2) with respect to kx  and kx&  we get,
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F

∂

∂
= ji
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ij xx
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&&& ∂
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∂
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Putting these values in equation (4), we get
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multiplying it by ,kmg  we get

[ ] jikmi
ik

kmi
ik

km xxijkgxgg
s
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dt
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 = 0 







ki by  index 

dummy  Replacing
...(5)

This is the differential equation for the geodesic in parameter t.
Taking .0,1, === ssts &&&  Then equation (5) becomes

ds

dx

ds

dx

kj

m

ds

xd kjm







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+2

2

= 0 ...(6)
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which may also written as

k

mk

ds
dx

ds
dx

,








= 0

Then the intrinsic derivative (or derived vector) of the unit tangent to a geodesic in the direction of the
curve is everywhere zero. In otherwords, a geodesic of nV  is a line whose first curvature relative to

nV  is identically zero.

THEOREM 9.2 To prove that one and only one geodesic passes through two specified points lying in

a neighbourhood of a point O of a .nV

OR
To prove that one and only one geodesic passes through a specified point O of nV  in a prescribed
direction.
Proof: The differential equations of a geodesic curve in a nV  are

ds

dx

ds

dx

kj

m

ds

xd kjm









+2

2

= 0

These equations are n differential equations of the second order. Their complete integral involves 2n
arbitrary constants. These may be determined by the n coordinates of a point P on the curve and the n
components of the unit vector in the direction of the curve at P. Thus, in general, one and only one
geodesic passes through a given point in a given direction.

9.5 GEODESIC COORDINATES

A cartesian coordinate system is one relative to which the coefficients of the fundamental form are
constants. Coordinates of this nature do not exists for an arbitrary Riemannian Vn.. It is, however,
possible to choose a coordinate system relative to which the quantities gij are locally constant in the
neighbourhood of an arbitrary point P0 of Vn. Such a cartesian coordinate system is known as geodesic
coordinate system with the pole at P0.

The quantities ijg  are said to be locally constants in the neighbourhood of a point 0P  if

k
ij

x

g

∂

∂
= 0  at 0P

and k
ij

x

g

∂

∂
≠ 0   elsewhere

This shows that [ ]








=
ji

k
kij ,0, = 0 at 0P .

Since the covariant derivative of Aij with respect to xk is written as

kijA , = jhihk
ij A
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h
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−
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









−
∂

∂
, see pg. 71
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The covariant derivative of ijA  at 0P  with respect to kx  reduces to the corresponding ordinary

derivatives. Hence

kijA , = k
ij

x

A

∂

∂
  at 0P

THEOREM 9.3 The necessary and sufficient condition that a system of coordintes be geodesic with
pole at P0 are that their second covariant derivatives with respect to the metric of the space all vanish
at P0.
Proof: We know that (equation 8, Pg. 65)
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Interchanging the coordinate system ix  and ix  in equation (1), we get
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Necessary Condition
Let sx  be a geodesic coordinate system with the pole at 0P  so that









qp

s
= 0  at 0P

Hence from (2), we have
s
ijx, = 0  at 0P

Sufficient Condition

Conversely suppose that 0, =s
ijx  at 0P .
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Then equation (2) becomes

j
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∂
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≠
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So, sx is a geodesic coordinate system with the pole at P0.

9.6 RIEMANNIAN COORDINATES

A particular type of geodesic coordinates introduced by Riemann and known as Riemannian coordinates.

Let C be any geodesic through a given point 0P , s the length of the curve measured from 0P  and iξ  the
quantities defined by

iξ =
o

i

ds

dx










...(1)

the subscript zero indicating as usual that the function is to be evaluated at 0P . The quantities ξi

represents that only one geodesic will pass through P0 in the direction of ξi in Vn. Let yi be the
coordinates of a point P on the geodesic C such that

yi = sξi ...(2)
where s is the arc length of the curve from 0P  to P . The coordinates  yi are called Riemannian
coordinates.

The differential equation of geodesic C in terms of coordinates iy  relative to nV  is given by
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where 
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 is a christoffel symbol relative to the coordinates .iy

The differential equation (3) will be satisfied by (2), we have,
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kj

i
ξξ













+0 = 0  since i
i

ds

dy
ξ=

or
ji

kj

i
ξξ









= 0 ...(4)

using equation (2), equation (4) becomes

s
y

s
y

kj

i ji









= 0  as i
i

s

y
ξ=

or ji yy
kj

i









= 0 ...(5)

The equation (5) hold throughout the Riemannian nV .
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Since ,0,0 ≠≠ ji yy   from (5) we get









kj

i
= 0  at 0P

Hence the Riemannian coordinates are geodesic coordinate with the pole at 0P .

THEOREM 9.4 The necessary and sufficient condition that the coordinates iy  be Riemannian coordinates

is that 0=






 ji yy

kj

i
 hold throughout the Riemannian nV .

Proof: If iy  are Riemannian coordinates then the condition 
ji yy

kj

i













 = 0 (from equation 5) throughout

the Riemannian nV .

Conversely if 0=






 ji yy

kj

i
 hold then ds

dy
ds
dy

kj

i

ds
yd ji













+2

2

 = 0 are saitsfied by .ii sy ξ=

Hence yi are Riemannian coordinates.

9.7 GEODESIC FORM OF A LINE ELEMENT
Let φ  be a scalar invariant whose gradiant is not zero. Let the hypersurface φ = 0 be taken as coordinates
hypersurface 01 =x  and the geodesics which cut this hypersurface orthogonally as the coordinate
lines of parameter ,1x  this parameter measuring the length of arc along a geodesic from the hypersurface

01 =x .

Since 1dx  is the length of the vector iµ  is given by
2u = ji

ij uug

i.e., ( )21dx = 11
11 dxdxg

⇒ 11g = 1 ...(1)

Now, if vi is the tangent vector to the hypersurface x1 = 0 then we have
iv = ),...,,,0( 32 ndxdxdx

since the vectors ui and vi are orthogonal vectors.
Then,

ji
ij vug = 0

⇒ j
j vug 1

1 = 0,  ]...,,3,2,0[ niu i ==

⇒ j
j vg1 = 0,  as .01 ≠u

⇒ jg1 = 0,  for  j = 2, 3, …, n. ...(2)
Again the coordinate curves of parameter x1 are geodesics. Then s = x1.
If ti is unit tangent vector to a geodesic at any point then

t1 = 1 and  t i  = 0, for i = 2, 3, …, n.
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Now,

it = 1xd
xd

ds
xd ii

=

⇒ 1

1

dx

dx = 1  and  0
1

=
dx

dxi

 for 1≠i

and 2

2

ds

xd i

= 0
12

2

=
dx

xd i

  for i = 1, 2,..., n

Also, the differential equation of geodesic is

ds
dx

ds
dx

kj

i

ds

xd kji









+
2

2

= 0

using above results, we have

ds
dx

ds
dxi 11

11 







= 0

⇒








11

i
= 0

⇒ [ ]jg ij ,11 = 0

⇒ [ ]j,11 = 0  as 0≠ijg










∂
∂−

∂

∂
ji

j

x

g

x

g
1112

2
1

= 0,  since 011
11 =

∂

∂
⇒=

jx

g
ig

So,

1

1

x

g j

∂

∂
= 0  for 1≠j ...(3)

from equations (1), (2), and (3), we have

11g = 1,  g1j = 0; ( j = 2, 3, …, n), 1

1

x

g j

∂

∂
 = 0, ( j = 2, 3, …, n)

The line element is given by

2ds = ji
ij dxdxg

2ds = kj
jk dxdxgdxdxg +11

11

2ds = ;)( 21 kj
jk dxdxgdx +   ( j  = 2, 3, …, n, k = 2, 3, …, n) ...(4)

The line element (4) is called geodesic form of the line element.
Note 1: We note that the coordinate curves with parameter x1 are orthogonal to the coordinate curve

x i = c i (i = 1, 2, ..., n) at all points and hence to the hypersurfaces x1 = c at each point.
Note  2: The existence of geodesic form of the line element proves that the hypersurfaces φ = x1 = constant form a

system of parallels i.e., the hypersurfaces φ = x1 = constant are geodesically parallel hypersurfaces.



180 Tensors and Their Applications

THEOREM 9.5 The necessary and sufficient condition that the hypersurfaces =φ  constant form a
system of parallel is that (∇φ)2 = 1.

Proof: Necessary Condition

Suppose that hypersurface φ = constant form a system of parallels then prove that (∇φ2) = 1.

Let us take the hypersurface φ = 0 as the coordinate hypersurface x1 =  0. Let the geodesics
cutting this hypersurface orthogonally, be taken as coordinate lines of parameter x1. Then the parameters
x1 measures are length along these geodesics from the hypersurface x1 = 0. This implies the existence
of geodesic form of the line element namely

2ds = ji
ij dxdxgdx +21)( ...(1)

where i, j = 2, 3,..., n.
From (1), we have

11g = 1, .1for 01 ≠= ig i

from these values, it follows that
11g = 1,  1for ,01 ≠= ig i

Now,

(∇φ)2 = ji
ij

dxx
g

φ∂
∂

φ∂
=φ∇⋅φ∇

= 11
11

ji
ij

ji
ij g

x
x

x
xg δδ=

∂
∂

∂
∂

so (∇φ)2 = 111 =g

(∇φ)2 = 1

Sufficient Condition

Suppose that (∇φ)2 = 1 then prove that the hypersurface φ = constant from a system of parallels.

Let us taken φ = x1 and orthogonal trajectories of the hypersurfaces φ = x1 constant as the
coordinate lines of parameter x1. Then the hypersurfaces

x1 = constant

xi = constant (i ≠ 1) are orthogonal to each other. The condition for this g1i  = 0 for .1≠i

Now, given that 2)( φ∇  = 1

⇒ ji
ij

xx
g

∂
φ∂

∂
φ∂

= 1

⇒ ji
ij

x

x

x

x
g

∂
∂

∂
∂ 11

= 1

⇒ 11
ji

ijg δδ = 1

⇒ 11g = 1
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Thus
11g = 1  and  .1for 01 ≠= ig i

Consequently
11g = 1,  .1for   ,01 ≠= ig i

Therefore, the line element
2ds = ji

ij dxdxg

is given by
2ds = ;)( 21 ki

ik dxdxgdx +  (i, k = 2, 3, …, n)

which is geodesic form of the  line element. It means that the hypersurfaces φ = x1 =  constant
form a system of parallels.

9.8 GEODESICS IN EUCLIDEAN SPACE
Consider an Euclidean space nS  for n-dimensions. Let y i be the Euclidean coordinates. The differential
equation of geodesics in Euclidean space is given by

ds
dy

ds
dy

kj

i

ds

yd kji









+
2

2

= 0 ...(1)

In case of Euclidean coordinates the fundamental tensor ijg  is denoted by ija  and

ijg =




≠
==δ= ji

jia i
jij  if ,0

 if ,1

k
ij

x

g

∂

∂
= 0=

∂

∂
k
ij

x

a

This implies that 0],[,0 ==








kij
ji

k  relative to .nS

Then equation (1) becomes

2

2

ds

yd i

= 0

Integrating it, we get

ds

dyi

= ai,  where ai is constant of integration.

Again Integrating, we get

iy = ais + bi,  where bi is constant of integration ...(2)

The equation (2) is of the form .cmxy +=

Hence equation (2) represents a straight line. Since equation (2) is a solution of equation (1) and

therefore the geodesic relative to nS  are given by equation (2). Hence geodesic curves in Euclidean

space nS  are straight lines.
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THEOREM 9.6 Prove that the distance l between two points P (y i) and Q (y' i)  in Sn is given by

l = ( )∑
=

−′
n

i

ii yy
1

2

Proof: We know that geodesics in nS  are straight line. Then equation of straight line in nS  may be
taken as

yi = ais + bi ...(1)

Let )( iyP  and Q ( y' i) lie on equation (1). Then

yi = ais + bi, iii bsay +′=′
ii yy −′ = )( ssa i −′ ...(2)

Then equation (2) becomes
ii yy −′ = la i

∑
=

n

i

ial
1

22 )( = ∑
=

−′
n

i

ii yy
1

2)(

But ia  is the unit tangent vector to the geodesics. Then

∑
=

n

i

ia
1

2)( = 1

So,

2l = ∑
=

−′
n

i

ii yy
1

2)(

l = ∑
=

−′
n

i

ii yy
1

2)(

EXAMPLE 1

Prove that Pythagoras theorem holds in nS .

Solution

Consider a triangle ABC right angled at A i.e., o90=∠BAC .

Fig. 9.2
A  ( y )1

C (y )3

B  ( y )2
i

i

i
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Then the lines AB and AC are orthogonal to each other. So,

ACAB ⋅ = 0

or )()( 1312
iiii

ij yyyya −− = 0

or )()( 13
1

12
ii

n

i

ii yyyy −−∑
=

= 0 ...(1)

By distance formula, we have

2)(AB = ∑
=

−
n

i

ii yy
1

2
12 )( ...(2)

2)(AC = ∑
=

−
n

i

ii yy
1

2
13 )( ...(3)

2)(BC = ∑
=

−
n

i

ii yy
1

2
23 )( ...(4)

Now, equation (4) can be written as

2)(BC = ∑
=

−+−
n

i

iiii yyyy
1

2
2113 )]()[(

= ∑
=

−−+−+−
n

i

iiiiiiii yyyyyyyy
1

2113
2

21
2

13 ])()(2)()[(

= ∑ ∑
= =

×+−+−
n

i

n

i

iiii yyyy
1 1

2
21

2
13 ,02)()( [from (1)]

= ∑ ∑
= =

−+−
n

i

n

i

iiii yyyy
1 1

2
21

2
13 )()(

2)(BC = 22 )()( ABAC +

Hence Pythagoras theorem holds in nS .

EXAMPLE 2

Prove that if θ is any solution of the differential equation (∇θ)2  = f (θ) then the hypersurfaces θ =
constant constitute a system of parallels.

Solution

Given that
(∇θ)2 = f (θ) ...(1)
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Then prove that the hypersurfaces θ = constant form a system of parallel.
Suppose

φ = ∫ θ

θ
,

)(f

d
  Then, dφ = 

)(θ
θ

f

d

or
θ
φ

d
d

=
)(

1

θf

Now, φ∇ = ix∂
φ∂

 = ix∂

θ∂
θ∂
φ∂

 = θ∇
θ)(

1

f

2)( φ∇ =

2

)(

1













θ∇

θf

= 2)(
)(

1
θ∇

θf
 = );(

)(

1
θ

θ
f

f
 from (1)

(∇φ)2 = 1
This proves that the hypersurfaces φ = constant form a system of parallels and therefore the

hypersurfaces θ = constant.

EXAMPLE 3

Show that it is always possible to choose a geodesic coordinates system for any nV  with an
arbitrary pole P0.

Solution
Let 0P  be an arbitrary pole in a nV .  Let us consider general coordinate system ix . suppose the

value of ix  and 0P  are denoted by .0
ix  Now consider a new coordinate system jx  defined by the

equation.

jx = )()(
2

1
)( 000

mmlij
h

mmj
m xxxx

ml

h
axxa −−









+− ...(1)

The coefficients j
ma  being constants and as such that their determinant do not vanish.

Now we shall prove that this new system of coordinated jx  defined by equation (1) is a geodesic
coordinate system with pole at 0P  i.e., second covariant derivative of jx  vanishes at P..

Differentiating equation (1) with respect to ,mx  we get

m

j

x

x

∂

∂
= )(2

2

1
0
lij

h
j
m xx

ml

h
aa −









+ ...(2)

0











∂

∂
m

j

x

x
= 0at Pa j

m ...(3)

Now, the Jacobian determinant
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0









∂
∂

m

j

x
x

= 0≠j
ma

and therefore the transformation given by equation (1) is permissible in the neighbourhood of 0P .

Differentiating equation (2) with respect to ,jx  we get

0

2










∂∂
∂

mj

j

xx
x

=
0








ml

h
a j

h ...(4)

But we know that

( )
0,

j
lmx =

000

2












∂

∂









−










∂∂

∂
h

j

ml

j

x

x

ml

h

xx

x

= ,
0

j
h

j
h a

lm

h

ml

h
a









−








  (from (3) and (4))

( )0, j
lmx = 0

Hence equation (1) is a geodesic coordinate system with pole at 0P .

EXAMPLE 4

If the coordinates xi of points on a geodesic are functions of arc lengths s and φ is any scalar
function of the x's  show that

p

p

ds

d φ
=

ds
dx

ds
xd

ds
xd lji

lij ⋅⋅⋅φ ..., ...(1)

Solution

Since the coordinates ix  lie on a geodesic. Then

ds

dx

ds

dx

kj

i

ds

xd kji









+2

2

= 0 ...(2)

Here the number of suffices i j...l is p.
We shall prove the theorem by mathematical induction method.

Since x′s are functions of s and φ  is a scalar function of x′ s , we have

ds

dφ
=

ds

dx

x

i

i∂

φ∂
  or   

ds

dφ
 = 

ds
dxi

i

,φ ...(3)

2

2

ds

d φ
= 2

2

,
,

ds

xd

ds

dx

x

i

i

j

j
i φ+

∂

φ∂

= ,,
,

ds
xd

ds
xd

kj

i

ds
dx

ds
dx

x

kj

i

ji

j
i













φ−
∂
φ∂

 from (2)
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= ds
dx

ds
dx

kj

m

ds
dx

ds
dx

x

kj

m

ji

i
i













φ−
∂
φ∂

,,

=
ds

dx

ds

dx

ji

m

ds

dx

ds

dx

x

ji

m

ji

j
i









φ−
∂

φ∂
,

,  (adjusting the dummy index.)

= ds
dx

ds
dx

ji

m

x

ji

mj
i




















φ−
∂

φ∂
,

,
...(4)

Equations (3) and (4) imply that the equation (1) holds for p = 1 and p = 2.

Suppose that the equation (1) holds for p indices prrr ,...,, 21  so that

p

p

ds

d φ
=

ds
dx

ds
dx

ds
dx p

p

rrr

rrr ⋅⋅⋅φ
11

21 ...,,,, ...(5)

Differentiating the equation (5) with respect to s, we get

1

1

+

+ φ
p

p

ds

d
=

ds

dx

ds

dx

ds

dx

x

pp

p

p
rrr

r

rrr 11

1

21 ..., +

+
⋅⋅⋅

∂

φ∂
⋅⋅⋅+⋅⋅⋅φ+

ds
dx

ds
dx

ds
xd p

p

rrr

rrr

21

21 2

2

...,

2

2

...

1

21
,

ds
xd

ds
dx p

p

rr

rrr ⋅⋅⋅φ⋅⋅⋅+ ...(6)

substituting value of  2

2 1

ds
xd r

 etc. from (2) in (6) and adjusting dummy indices, we have

1

1

+

+ φ
p

p

ds

d
= 


























φ⋅⋅⋅












φ−
∂

φ∂

++
+

1

...,

11

...,
...,

2121

21

pp
mrr

p
rrmr

rrr

rr

m

rr

m

x pp

p

ds
dx

ds
dx

ds
dx prrr 121 +

⋅⋅⋅

=
ds
xd

ds
xd

ds
xd p

pp

rrr

rrrr

121

121 ..,

+

+
⋅⋅⋅φ

This shows that the equation (1) holds for next values of  p. But equation (1) holds for p = 1, 2,
... Hence equation (1) holds for all values of p.

EXERCISES

1. Prove that at the pole of a geodesic coordinate system, the components of first covariant derivatives
are ordinary derivatives.

2. If ix  are geodesic coordinates in the neighbourhood of a point if they are subjected to the
transformation

ix =
lkji

jkl
i xxxcx

6
1+
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where sC′  are constants then show that ix  are geodesic coordinates in the neighbourhood of O.

3. Show that the principal normal vector vanishes identically when the given curve is geodesic.

4. Show that the coordinate system ix  defined by

ix =
kji xx

kj
i

x








+
2
1

is geodesic coordinate system with the pole at the origin.

5. Obtain the equations of geodesics for the metric
2ds = 22222 )( dtdzdydxe kt +++−

6. Obtain the differential equations of geodesics for the metric

2ds =
2222

)(
1

)( dt
xf

dzdydxxf +++












=−===+








− 0
)(log

;0;0;0)(log
2

1
)(log

2
1

2

2

2

2

2

2

2

2

2

2

ds
dt

ds
dx

dx
fd

ds

td

ds

zd

ds

yd
ds
dt

f
dx
d

fds
dx

f
dx
d

ds

xd
:Ans

7. Find the differential equations for the geodesics in a cylindrical and spherical coordinates.

8. Find the rate of divergence of a given curve C from the geodesic which touches it at a given point.



10.1 PARALLELISM OF A VECTOR OF CONSTANT MAGNITUDE (LEVI-CIVITA’S 
CONCEPT)

Consider a vector field whose direction at any point is that of the Unit Vector ti. In ordinary space, the
field is said to be parallel if the derivative of ti vanishes for all directions ui (say) and at every point of
the field i.e.,

j
j

i

u
x

t

∂
∂

= 0

Similarly in a Riemannian Vn the field is said to be parallel if the derived vector of ti vanishes at
each point for every direction ui at each point of Vn. i.e.,

i
jt, = 0=ju

It can be shown that it is not possible for an arbitrary Vn. Consequently we define parallelism of
vectors with respect to a given curve C in a Vn.

A vector ui of constant magnitude is parallel with respect to Vn along the curve C if its derived
vector in the direction of the curve is zero at all points of C i.e.,

i
j

j

u
ds

dx
, = 0 … (1)

where s is arc-length of curve C.
The equation (1) can be written in expansion form as

ds
xd

jm
i

u
x

u j
m

j

i


















+
∂
∂

= 0

ds
xd

jm
i

u
ds
xd

x
u j

m
j

j

i









+
∂
∂

= 0

ds
dx

jm

i
u

ds
du j

m
i









+ = 0 … (2)

PARALLELISM OF VECTORS

CHAPTER – 10
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This concept of parallelism is due to Levi-Civita. The vector ui is satisfying the equation (1) is
said to a parallel displacement along the curve

Now, multiplying equation (1) by gil, we get












ds
dx

ug
j

i
jil , = 0

ds
xdug

j
i
jil )( , = 0

ds
dx

ug
j

j
i

il ,)( = 0

ds
dxu

j

jl , = 0

or
ds

dx
u

j

ji, = 0

ds
dx

ji

m
u

x

u j

mj
i 

















−
∂
∂

= 0

ds
dx

ji

m
u

ds
du j

m
i









− = 0 … (3)

The equation (2) and (3) can be also written as

dui =
jm xd

jm
i

u








− … (4)

and dui =
j

m xd
ji

m
u









… (5)

The equation (4) and (5) give the increment in the components ui and ui respectively due to
displacement dxj along C.

THEOREM 10.1 If two vectors of constant magnitudes undergo parallel displacements along a given
curve then they are inclined at a constant angle.
Proof: Let the vectors ui and vi be of constant magnitudes and undergo parallel displacement along a
curve C, we have (from equation (1), Pg. 188.)










=

=

0

0

,

,

sd
xd

v

ds
xd

u

j
i
j

j
i
j

… (1)

at each point of C.
Multiplying (1) by gil, we get

ds
dx

ug
j

i
jil )( , = 0



190 Tensors and Their Applications

ds
dx

u
j

jl , = 0

or
ds

dx
u

j

ji, = 0 … (2)

Similarly,

ds
dx

v
j

ji , = 0 … (3)

Let φ be the angle between ui and vi then
ui.vi = uv cos θ

Differentiating it with respect to arc length s, we get

ds
d

(uv cos θ) =
ds

vud i
i )(

=
ds

dx
vu

j

ji
i

,)(

ds
duv θθ− sin =

ds
dx

vuv
ds

dx
u

j

ji
i

i

j
i
j ,, + … (4)

Using equation (1) and (3), then equation (4) becomes

ds
duv θθ− sin = 0

⇒ ds
dθθsin = 0, as 0,0 ≠≠ vu

⇒ Either sinθ = 0 or ds
dθ

 = 0

⇒ Either θ = 0 or θ = constant.

⇒ θ  is constant. Since 0 is also a constant.

THEOREM 10.2 A geodesic is an auto-parallel curve.
Proof: The differential equation of the geodesic is given by (See Pg. 174, eqn. 6)

    ds
dx

ds
dx

kj

m

ds

xd kjm









+
2

2

  = 0

ds
xd

ds
xd

kj
m

ds
xd

ds
d kjm









+







 = 0

ds
xd

ds
xd

kj
m

ds
xd

ds
dx

x

kjjm

j








+








∂
∂

 = 0
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ds
dx

ds
dx

kj
m

ds
dx

x

jkm

j




















+








∂
∂

= 0

ds
xd

ds
xd j

j

m

,








= 0 or 0, =

ds
dx

t
j

m
j

This shows that the unit tangent vector 
ds

dxm

 suffer a parallel displacement along a geodesic curve.This

confirms that geodesic is an auto-parallel curve. Proved.

10.2 PARALLELISM OF A VECTOR OF VARIABLE MAGNITUDE

Two vectors at a point are said to be parallel or to have the same direction if their corresponding
components are proportional. Consequently the vector vi will be parallel to ui at each point of curve C
provided

vi = φui … (1)

where φ  is a function of arc length s.
If ui is parallel with respect to Riemannian Vn along the curve C. Then,

ds
dxu

j
i
j, = 0 … (2)

The equation (1) shows that v i is of variable constant and parallel with respect to Riemannian Vn
so that

ds
xdv

j
i
j, =

ds
xdu

j

j
i

,)(φ

=
ds
xduu

j
i
j

i
j )( ,, φ+φ

=
ds
xduu

ds
xd j

i
j

i
j

j ,, φ+φ

= i
j

j u
ds
xd

,φ Since 0, =
ds
xdu

j
i
j

= i
j

j
u

ds
xd

x∂
φ∂

ds
xdv

j
i
j, =

iu
sd

dφ

= φ
φ iv
sd

d
from (1)
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= ds
dv i )(log φ

ds
dx

v
j

i
j, = v i f  (s) where f (s) = ds

d )(log φ
… (3)

Hence a vector vi of variable magnitude will be parallel with respect to Vn if equation (3) is satisfied.
Conversely suppose that a vector vi of variable magnitude such that

i
jv, = )(sfv

ds
dx i

j

=

to show that vi is parallel, with respect to Vn .
Take

ui = vi
 ψ (s) … (5)

Then

ds
xdu

j
i
j, =

ds
dxv

j

j
i ),( ψ

= i
j

j

j
i
j v

ds
dx

ds
dxv ,, ψ+ψ

= i
j

j
i v

ds
dx

x
sfv

∂
ψ∂

+ψ)(

ds
dx

u
j

i
j, = 



 ψ

+ψ
ds
d

sfv i )( … (6)

Select ψ  such that .0)( =ψ+ψ
ds
dsf

Then equation (6) becomes

ds
dx

u
j

i
j, = 0

This equation shows that the vector u i is of constant magnitude and suffers a parallel displacement
along curve C. The equation (5) shows that vi is parallel along C.

Hence necessary and sufficient condition that a vector vi of variable magnitude suffers a parallel
displacement along a curve C is that

ds
dx

v
j

i
j, = ).(sfv i

EXAMPLE 1
Show that the vector vi of variable magnitude suffers a parallel displacement along a curve C if

and only if

ds
dx

vvvv
k

l
k

ii
k

i )( ,, − = 0, i = 1, 2, ..., n.

Solution
From equation (4), we have

ds
dxv

j
i
j, = )(sfv i … (1)
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Multiplying by v l, we get

ds
dxvv

j
i
j

l
, = )(sfvv il

Interchange the indices l and i, we get

ds
dx

vv
j

l
j

i
, = vi vl f (s) … (2)

Subtract (1) and (2), we get

ds
dx

vvuv
k

l
k

ii
k

l )( ,, − = 0 by interchanging dummy indices j and k.

10.3 SUBSPACES OF A RIEMANNIAN MANIFOLD

Let Vn be Riemannian space of n dimensions referred to coordinates xi and having the metric

ds2 = gij dxi dxj. Let Vm be Riemannian space of m dimensions referred to coordinates αy  and having

the metric ds2
 = axβ dyα

 dyβ, where m > n. Let Greek letters α , β, γ   take the values 1, 2,  ..., m and Latin
indices i, j, k ... take the values 1, 2, … n.

If the n independent variables xi are such that the coordinates ( αy ) of points in Vm are expressed
as a function of xi then Vn is immersed in Vm i.e. Vn is a subspace of Vm. Also Vm is called enveloping
space of Vn.

Since the length ds of the element of arc connecting the two points is the same with respect to Vn
or Vm. it follows that

gij dxi dxj = βα
αβ dydya

gij dxi dxj = ji
ji dxdx

x

y

x

y
a

∂
∂

∂
∂ βα

αβ

⇒ gij = ji x

y

x

y
a

∂
∂

∂
∂ βα

αβ … (1)

As dxi and dxj are arbitrary.

This gives relation between gij and aαβ.

THEOREM 10.3 To show that the angle between any two vectors is the same whether it is calculated
with respect to Vm or Vn.
Proof:  Consider two vectors dx i and δxj defined at any point of Vn and suppose that the same vectors

in Vm are represented by αdy  and αδy  respectively. If θ  is the angle between dxi and ixδ  then

cos θ =
ji

ij
ji

ij

ji
ij

xxgdxdxg

xdxg

δδ

δ
… (1)

If φ is the angle between the vectors dyα and δyα then

cos φ =
βα

αβ
βα

αβ

βα
αβ

δδ

δ

yyadydya

ydya
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=

.j
j

i
i

j
j

i
i

j
j

i
i

x
x
yx

x
yaxd

x
yxd

x
ya

xd
x

y
xd

x

y
a

δ
∂
∂δ

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

βα

αβ

βα

αβ

βα

αβ

=

.ji
ji

ji
ji

ji
ji

xx
x

y

x

y
adxdx

x

y

x

y
a

dxdx
x
y

x
ya

δδ
∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

βα

αβ

βα

αβ

βα

αβ

φcos =
ji

ij
ji

ij

ji
ij

xxgdxdxg

dxdxg

δδ
… (2)

Since jiij x

y

x

y
ag

∂
∂

∂
∂

=
βα

αβ  (from equation (1), art. 10.3)

from (1) & (2)
cos θ = cos φ ⇒ θ = φ. Proved.

THEOREM 10.4 If  Uα and ui denote the components of the same vector in Riemannian Vm and Vn
respectively then to show that

αU = i
i

x

y
u

∂
∂ α

Proof: Let the given vector be unit vector at any point P of Vn.  Let the component of the same vector
x's and y's be a i and Aα respectively. Let C be curve passing through s in the direction of the given
vector then

αA = i
i

i

i
a

x

y
ds
dx

x

y
s

y

∂
∂

=
∂
∂

=
∂

∂ ααα

… (1)

But the components of a vector of magnitude a are a times the corresponding components of the
Unit vector in the same direction. Then

αU = aAα, ui = aai … (2)

Multiplying (1) by a, we get

αaA = )( i
i

aa
x

y

∂
∂ α

Or αU = ,i
i

u
x

y

∂
∂ α

using (2) Proved.

THEOREM 10.5 To show that there are m-n linearly vector fields normal to a surface Vn immersed in
a Riemannian Vm.
Proof:  Since Vn is immersed in Vm,  the coordinates yα of points in Vm are expressible as functions of
coordinates xi in Vn.
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Now,

ds
dyα

=
ds
dx

x

y i

i∂
∂ α

...(1)

for the curve xi = s, we have

ds
dyα

= ix

y

∂
∂ α

...(2)

Since 
ds

dyα

 is a vector tangential to the curve in Vm.  Then from equation (2) it follows that ix
y

∂
∂ α

in Vm is tangential to the coordinate curve of transmeter xi in Vn. Let the Unit vectors Nα in Vm be
normal to each of the above vector fields of Vn then

β
α

αβ ∂
∂

N
x

y
a

i = 0

⇒ ix

y
Na

∂
∂ α

β
αβ )( = 0 ⇒ αβ

αβ iyNa ,  = 0 ...(3)

⇒ ix

y
N

∂
∂ α

α = 0, i = 1, 2, …, n & α  = 1, 2, …, m

The equation (3) are n equations in m unknowns αN  (m > n). The coefficient matrix 








∂
∂ α

ix

y
 is

of order m × n and the rank of this matrix is n.

It means that there will be only m – n linearly independent solution of αN . This shows that there
are m – n linearly independent normals to Vn to Vm.

EXAMPLE 2
Show that

[ij, k] = kjikji x
x

xx
ya

x
y

x
y

x
y

∂
∂

∂∂
∂+

∂
∂

∂
∂

∂
∂γαβ

βα

αβ

γβα 2

],[

where [αβ, γ] and ],[ kji  are the Christoffel’s symbols of first kind relative to metrics β
αβ dydya a  and

.ji
ij dxdxg

Solution

Since relation between αβa  and ijg  is given by

ijg = ji x

y

x

y
a

∂
∂

∂
∂ βα

αβ

Differentiating it with respect to xk, we get

k
ij

x

g

∂

∂
= kjijkikji xx

y

x

y
a

x

y

xx

y
a

x

y

x

y

x

y

x

a

∂∂
∂

∂
∂

+
∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂

∂ βα

αβ

γα

αβ

γβα

γ
αβ

22

… (1)
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Similarly

i
jk

x

g

∂

∂
= ikjkijkji xx

y
x
y

a
x
y

xx
y

a
x
y

x
y

x
y

y

a

∂∂
∂

∂
∂

+
∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂

∂ βα

αβ

βα

αβ

γβα

α
βγ

22

… (2)

and

j
ki

x

g

∂
∂

= jikijkkji xx

y

x

y
a

x

y

xx

y
a

x

y

x

y

x

y

x

a

∂∂
∂

∂
∂

+
∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

∂

∂ βα

αβ

βα

αβ

γβα

β
γα

22

… (3)

But we know that

],[ kij = 








∂

∂
−

∂
∂

+
∂

∂
k

ij

j
ki

i

jk

x

g

x

g

x

g

2
1

… (4)

and, ],[ γαβ = 








∂

∂
−

∂

∂
+

∂

∂
γ

αβ
β
γα

α
βγ

y

g

y

g

y

g

2
1

… (5)

Substituting the value of (1), (2), (3) in equation (4) and using (5) we get,

],[ kij = .],[
2

kjikji x
y

xx
ya

x
y

x
y

x
y

∂
∂

∂∂
∂+

∂
∂

∂
∂

∂
∂γαβ

βα

αβ

γβα

10.4 PARALLELISM IN A SUBSPACE

THEOREM 10.6 Let T α  and t i  be the components of the same vector t relative to Vm and Vn
respectively. Let the vector t be defined along a curve C in Vn.  If  p i and qα are derived vectors of t
along C relative to Vn and Vm respectively. Then

ix

y
q

∂
∂ α

α = pi

Proof: Since from equation (1), theorem, (10.4), Pg. 194 we have

αT = i
i

x

y
t

∂
∂ α

… (1)

ds
dT α

=
ds
dx

xx

y
t

x

y
ds
dt j

ji
i

i

i

∂∂
∂

+
∂
∂ αα 2

… (2)

Now,

ip =
ds

dx
t

j
i
j, … (3)

αq =
ds

dy
T

β
α
β,

= ds
dy

T
x

T β
γ

β

α



















γβ
α

+
∂
∂

= ds
dy

T
ds

dy

x

T β
γ

β

β

α








γβ
α

+
∂
∂

αq = ds
dy

T
ds

dT β
γ

α









γβ
α

+ … (4)
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Putting the value of 
ds

dT α

 and γT  from (2) and (1) in equation (4), we get

αq =







γβ
α∂

+
∂∂

∂
+

∂
∂ βγαα

ds
dy

dx

y
t

ds
dx

xx

y
t

x

y
ds
dt

i
i

j

ji
i

i

i 2

=








γβ
α

∂
∂

+
∂∂

∂
+

∂
∂

∂
∂ βγαα

ds
dy

x

y
t

ds
dx

xx

y
t

ds
dx

x

y

x

t
i

i
j

ji
i

j

ij

i 2

=







γβ
α

∂
∂

∂
∂+

∂∂
∂+

∂
∂

∂
∂ βγαα

ds
dx

x

y
x
yt

ds
dx

xx
yt

ds
dx

x
y

x
t j

ji
i

j

ji
i

j

ij

i

.

2

αq = 

















γβ
α

∂
∂

∂
∂

+
∂∂

∂
++

∂
∂

∂
∂ γβαα

ijji

j
i

j

ij

i

x

y

x

y

xx

y
ds
xd

t
ds
xd

x

y

x

t 2

… (5)

But we know that

],[ kij = kjikji x

y

xx

y
a

x

y

x

y

x

y

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

γαβ
γα

αγ

γβα 2

],[

],[ kji = kjikij x

y

xx

y
a

x

y

x

y

x

y

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂

δβγ
δα

αδ

δγβ 2

],[

= kjikij x

y

xx

y
a

x

y

x

y

x

y
a

∂
∂

∂∂
∂

+
∂
∂

∂
∂

∂
∂








βγ
α δα

αδ

δγβ

αδ

2

= 








∂∂
∂

+
∂
∂

∂
∂








βγ
α

∂
∂ αγβδ

αδ jiijk xx
y

x
y

x
y

x
y

a
2

… (6)

Multiplying (5) by kx

y
a

∂
∂ δ

αδ , we get, using (6),

α
δ

αδ ∂
∂

q
x

y
a

k = ],[ kij
ds

dx
t

x

y
a

x

y
ds

dx

x

t j
i

ki

j

j

i

+
∂
∂

∂
∂

∂
∂ δ

αδ

α

Or kx
yq

∂
∂ δ

δ = 
















+
∂
∂

pk
i

ikj

ij

g
ji

p
tg

x
t

ds
dx

, since jiij x

y

x

y
ag

∂
∂

∂
∂

=
βα

αβ

= 
















+
∂
∂

ik
a

ikj

ij

g
ja

i
tg

x

t
ds

dx

= i
j

j

ik t
ds

dxg ,
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=
ds
dxtg

j

j
i

ik ),(

=
ds

dx
t

j

jk ,

kx

y
q

∂
∂ α

α =
ds

dx
t

j

jk ,

or kx

y
q

∂
∂ α

α = pk …(7)

Proved.

Properties of Vm
(i) If a curve C lies in a subspace Vn of Vm and a vector field in Vn is parallel along the curve C

with regard to Vm, then to show that it is also a parallel with regard to Vn.
Proof: If a vector field t is a parallel along C with respect to Vm.  then its derived vector qα

vanishes i.e.,
qα = 0, α  = 1, 2,... m.

Hence equation (7) becomes pk = 0, k = 1, 2, ..., n. This shows that the vector field t is also
parallel along C with respect to Vn.

(ii) To show that if a curve C is a geodesic in a Vn it is a geodesic in any subspace Vn of Vm.

Proff : Science, ix

y
q

∂
∂ αα

= pi

Let t be unit tangent vector to the curve C them αT  is unit tangent vector to C relative to Vm
and ti is unit tangent vector to C relative to Vn.

Now, pi = 0 ⇒ curve C is a geodesic in Vn
αq = 0 ⇒ curve C is a geodesic in Vm

Also, αq = 0, α∀ ⇒ pi = 0, ∀i
This shows that if a curve C in Vn is a  geodesic relative to Vm then the same curve is also a geodesic
relative to Vn.

(iii) A necessary and sufficient condition that a vector of constant magnitude be parallel with
respect to Vn along C in that subspace, is that its derived vector relative to Vm for the
direction of the curve be normal to Vn.

Proof: Let t be a vector of constant magnitude. This vector t is parallel along C relative to Vn iff pi =
0, ∀i

iff ix

y
q

∂
∂ α

α = 0

But ix
yq

∂
∂ α

α  = 0 implies that αq  is normal to Vn.

For α
α

=
∂
∂

ii
y

x
y

,  lying in Vm is tangential to a coordinate curve of parameter xi in Vn.
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These statements prove that a necessary and sufficient condition that a vector of constant
magnitude be parallel along C relative to Vn is that its derived vector i.e., qα along C relative
to Vm be normal to Vn.

(iv) A necessary and sufficient condition that a curve be a geodesic in Vn is that its principal
subnormal relative to Vm the enveloping space be normal to Vn at all points of the curve.

Proof: In particular let the vector t be unit tangent vector to the curve C. In this case αq  is

called principal normal the curve C. Also pi = 0, ∀i implies that the curve C is a geodesic
relative to Vn.
Using result (iii), we get at once the result (iv).

(v) To prove that the tendency of a vector is the same whether it is calculated with respect to
Vm.
Proof: Since, we have

ix

y
q

∂
∂ α

α = pi

ds
dx

x

y
q

i

i∂
∂ α

α =
ds
dx

p
i

i

ds
dy

q
α

α =
ds
dx

p
i

i

ds
dy

ds
dy

T
αβ

βα, =
ds
dx

ds
dx

t
ij

ji,

i.e., tendency of αT  along C = tendency of ti along C.
i.e., tendency of t along C relative to Vm = tendency of t along C relative to Vn.

10.5 THE FUNDAMENTAL THEOREM OF RIEMANNIAN GEOMETRY
 STATEMENT

With a given Riemannian metric (or fundamental tensor) of a Riemannian manifold there is associated
a symmetric affine connection with the property that parallel displacement (or transport) preserves
scalar product.
Proof:  Let C be a curve in Vn. Let pi and qi be two unit vectors defined along C. Suppose that the unit
vectors pi and qi suffer parallel displacement along the curve C in Vn,  then we have

ds
dx

p
j

i
j, = 0 … (1)

and
ds

dxq
j

i
j, = 0 … (2)

Let gij be the given fundamental tensor of a Riemannian manifold. Hence, the scalar product of
vectors p i and q i is g ij  p

i q j.
Now,

ds
dxqpg

k

k
ji

ij ),( = 0
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ji
k

kij

k
j
k

i
ij

j
k

i
kij qP

ds
dx

g
ds

dx
qpgq

ds
dx

pg 







+








+








,,,  = 0 … (3)

Using equation (1) and (2), the equation (3) becomes,

ji
k

kij qp
ds

dx
g 










, = 0

gij, k = 0

(Since pi and qi are unit vectors and )0≠
ds

dxk









−








−
∂

∂

kj

m
g

ki

m
g

x

g
immjk

ij
= 0

],[],[ ijkjik
x

g
k
ij −−

∂

∂
= 0

k
ij

x

g

∂

∂
= ],[],[ ijkjik + … (4)

Now, using equation (4), we have

k
ij

j
ki

i
jk

x

g

x

g

x

g

∂

∂
−

∂
∂

+
∂

∂
= ]),[],([–],[],[],[],[ ijkiikkijikjjkikji ++++

since ].,[],[ kjikij =
So,

k
ij

j
ki

i
jk

x

g

x

g

x

g

∂

∂
−

∂
∂

+
∂

∂
= ],[2 kij

[ij,k] = 








∂

∂
−

∂
∂

+
∂

∂
k

ij

j
ki

i

jk

x

g

x

g

x

g

2
1

… (5)

But we know that ],[ lijg
ji

k lk=








from (5), we have









ji

k
= 









∂

∂
−

∂
∂

+
∂

∂
l

ij

j
li

i

jllk

x

g

x

g

x

g
g

2
1

Proved.

EXAMPLE 3
If t i and T α  are contravariant components in x's and y's respectively, of n vector field in Vn

immersed in Vm. Show that
α
jT, = i

ji
i

ij tyty ,,,
αα +

Solution

Since we know that

αT = i
i

x

y
t

∂
∂ α
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αT = .,
α
j

i yt

Taking covariant differentiation of both sides, we get

α
jT, = ji

i yt ,, )( α

= ji
i

i
i
j ytyt ,,,, )( αα +

α
jT, = αα + i

i
jij

i ytyt ,,,

EXAMPLE 4

Show that 
ds

dx
ds
dx

g
ji

ij  remains constant along a geodesic.

Solution

Let 
ds
dx

t
i

i = . Then

ds
dx

ds
dx

g
ji

ij = 2tttg ji
ij =

Since we know that geodesics are autoparallel curves. Then

ds
dx

t
j

i
j, = 0

or ji
jtt, = 0 … (1)

Now,

ds
dt2

= )()( i
i

ji
ij tt

ds
dttg

ds
d =

= j
j

i
i

j

j
i

i ttt
ds

dx
tt ,, )()( =

ds
dt2

= ,0)()( ,, =+ i
ii

j
ii

ji tttttt from (1)

Integrating it we get
t2 = constant.

So, 
ds

dx
ds
dx

g
ji

ij  remains constant along a geodesic.

EXAMPLE 5

If ti are the contravariant components of the unit tangent vector to a congruence of geodesics.
Show that

)( ,, ijji
i ttt + = 0

and also show that .0|| ,, =+ ijji tt
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Solution
Let t i denote unit tangent vector to a congruence of geodesic so that

ji
jtt, = 0 … (1)

Since geodesics are auto-parallel curves. Then to prove that

(i) 0)( ,, =+ ijji
i ttt

(ii) 0|| ,, =+ ijji tt

Since

i
i tt = 12 =t

i
i tt = 1

Taking covariant derivative of both sides, we get

ji
itt ,)( = 0

or ji
i

i
i
j tttt ,, + = 0

Since t is a free index. Then we have
i

ji
ii

j tttt ,, + = 0
ii

jtt ,2 = 0

⇒ i
ji tt , = 0 … (2)

from (1)
ji

jik ttg , = 0

or j
jk tt , = 0

⇒ i
ik tt , = 0 ⇒ 0, =i

ij tt ⇒ 0, =ij
i tt

Thus ij
i tt , = 0 … (3)

Adding (2) and (3), we get

)( ,, ijji
i ttt + = 0

Also, since ti ≠  0, ∀i.

Taking determinants of both sides we get

|)(| ,, ijji
i ttt + = 0

⇒ || ,, ijji tt + = 0

Solved.
EXAMPLE 6

When the coordinates of a V2 are chosen so that the fundamental forms is
2221

12 )(2)( dxdxdxg'xd ++& , prove that the tangent to either family of coordinate curves suffers a

parallel displacement along a curve of the other family.
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Solution

The metric is given by
2ds = ji

ij dxdxg i,j = 1,2.

Comparing it with

2ds = 2221
12

21 )(2)( dxdxdxgdx ++ (1)

We have,
g11 = 1, g22 = 1.

In this case, we have coordinate curves of parameters x1 and x2 respectively. The coordinate x1

curve is defined by
xi = ci, ∀i, except i = 1. (2)

and the coordinate x2 curve is defined by
xi = d i, ∀i, except i = 2 (3)

where ci and d i are constants.
Let p i and q i be the components of tangents vectors to the curves (2) and (3) respectively. Then

we have
pi = dxi = 0, ∀i, except i = 1

and qi = dxi = 0, ∀i, except i = 2
So,

pi = (dx i, 0) and qi = (0,dx i)
Let t be the unit tangent vector to the curve (2).
Hence

ds
dx i

= )0,1(==
p
p

t
i

i
where idxp =

So, we have

ds
dx

p
j

i
j, = 0

Hence the tangent to the family of coordinates curves (2) suffers a parallel displacement along a
curve of the family of curves (3).

EXERCISES

1. Explain Levi-Civita's concept of parallelism of vectors and prove that any vector which undergoes a
parallel displacement along a geodesic is inclined at a constant angle to the curve.

2. Show that the geodesics is a Riemannian space are given by

ds
dx

ds
dx

ki

m

ds

xd kim









+
2

2 = 0

Hence prove that geodesics are auto-parallel curves.



204 Tensors and Their Applications

3. Establish the equivalence of the following definitions of a geodesic.

(i)  It is an auto–parallel curve.

(ii) It is a line whose first curvature relative to Vn identically zero.

(iii)   It is the path extremum length between two points on it.

4. If u and v are orthogonal vector fields in a Vn, prove that the projection on υ of the desired vector of
u in its own direction is equal to minus the tendency of v in the direction of u.

5. If the derived vector of a vector u i is zero then to show that vector u i has a constant magnitude along
curve.

6. Prove that any vector which undergoes a parallel displacement along a geodesic is inclined at a
constant angle to the curve.

7. Prove that there are m – n linearly independent vector fields normal to a surface Vn immersed in a
Riemannian Vm and they may be chosen in a multiply infinite number of ways. But there is only one
vector field normal to the hyperface.

8. Show that the principal normal vector vanishes identically when the given curve in geodesic.

9. Show that if a curve is a geodesic of a space it is a geodesic of any subspace in which it lies.

10. Define parallelism in a subspace of Riemannian manifold. If a curve C lies in a subspace Vn of Vm and
a vector field in Vn is parallel along C with respect to Vm. Then show that it is also parallel with
respect to Vn.



11.1 RICCI'S COEFFICIENTS OF ROTATION

Let i
he |  (h=1, 2,  …n) be the unit tangents to the n congruences he , of an orthogonal ennuple in a

Riemannian Vn, .  The desired vector of el|i in the direction of 
e
ke |  has components j

kjil ee |,| and the

projection of this vector on i
he |  is a scalar invariant, denoted by γlhk, so that

γlhk = j
k

i
hjil eee ||,| …(1)

The invariants γlhk are Ricci's Coefficients of Rotation.
Since i being a dummy index, has freedom of movement. Then equation (1) may be written as

γlhk = j
kihjil eee ||,| …(2)

The indices l, h and k are not tensor indices. But these indices in γlhk are arranged in proper way,
the first index l indicates the congruence whose unit tangent is considered, the second h indicates the
direction of projection and the third k is used for differentiation.

THEOREM 11.1 To prove thast the Riccie's coefficients of rotation are skew-symmetric in the first
two indices i.e.,

γlhk = –γlhk

Proof: If i
he |  (h  = 1, 2, …, n) be n unit tangents to n congruences |he of an orthgonal ennuple in a nV

then
i
lih ee || = 0

convariant differentiation with respect to xj, we get

i
lih ee || ,j = 0

ih
i

jl
i
ljih eeee ||,|,| + = 0

RICCI'S COEFFICIENTS OF ROTATION AND

CONGRUENCE

CHAPTER – 11
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multiplying by j
ke |  and summing for j, we get

j
kih

i
ji

i
k

i
ljih eeeeee |||,||,| + = 0

γhlk + γlhk = 0
or γhlk = –γlhk …(1)

Note: Put l = h in equation (1), we get
γllk = –γllk

or 2γllk = 0
or γllk = 0

THEOREM 11.2 To prove that

∑ γ
h

ihlhke | = j
kjil ee |,|

Proof: since we know that

lhkγ = j
k

i
hjil eee ||,|

Multiplying by eh|m and summing for h.

∑ γ
h

mhlhke | = mh
h

j
k

i
hjil eeee |||,|∑

= ( )∑
h

ij
kjil mhh

eeee
|||,|

= i
m

j
kjil ee δ|,|  since mh

h

i
h ee ||∑  = i

mδ

= j
k

i
mjil ee |,| )( δ

∑ γ
h

mhlhke | = j
kjml ee |,|

Replacing m by i, we get

∑ γ
h

milhke | = j
kjil ee |,|

11.2 REASON FOR THE NAME "COEFFICIENTS OF ROTATION"
Let Cm be a definite curve of the congruence whose unit tangent is i

me |   and P0 a fidxed point on it. Let

u1 be a unit vector which coincides with the vector i
le |  at P0 and undergoes a parallel displayment along

the curve Cm.
Thus

iu = i
le |  at P0 … (1)

and j
h

i
jeu |, = 0 … (2)
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If θ is the angle between the vectors ui and i
he | , we have

cos θ = ui ihe |

Differentiating it with respect to arc length sm along Cm, we get

mds
dθ

θsin– = j
mih

i ejeu || ),(

= j
mih

i
jjih

i eeueu ||,,| )( +

mds
dθ

θsin– = ji
j

j
mjih

i
m

eueeu
|,|,| + …(3)

at the point P0,θ = 2
π

, we have

mds
dθ

– = j
mjih

i eeu |,|

= j
mjih

i eeu |,|

= ;|,||
j
mjih

i
l eee from (1)

= j
m

i
ljih eee ||,|

mds
dθ

– = γhlm

⇒
mds

dθ
= – γhlm … (4)

In Eucliden space of three dimensions, 
mds

dθ
 is the arc-rate of rotation of the vector i

he |  about the

curve Cm. Hence the quantities γhlmare called coefficients of rotation of the ennuple. Since it was
discovered by Ricci  and hence it is called Ricci's coefficient of rotation.

11.3 CURVATURE OF CONGRUENCE

The first curvature vector pl| of curve of the congruence is the derived vector of i
he |  in its own

direction. Where i
he |  (h = 1, 2, …, n) be unit tangents to n congruence eh| of an orthogonal ennuple in

a .nV

If i
hp |  be the contravariant component of first curvature vector pl|. Then by definition, we have

i
hp | = j

h
i

jh ee |,

from theorem (11.2), we have

i
hp | =

i
l

l
hlhe |∑ γ … (1)
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The magnitude of i
hp |  is called curvature of the curve of congruence |he  and denoted by |hK .

Now,
2
|hK = j

h
i
hij ppg ||

= 



















∑∑ i

m
m

hmh
i
l

l
hlhij eeg || γγ

= ∑∑ γγ
l m

hmhhlh
i
m

i
lij eeg ||

= ∑∑ γγδ
l m

hmhhlm
l
m ,  Since i

m
i
lij eeg ||   = l

mδ

= ∑ γγ
m

hmhhmh

2
|hK = ∑ γ

m

hmh
2)(

This is the required formula for Kh|.

11.4 GEODESIC CONGRUENCE

If all the curves of a congruence are geodesics then the congruence is called a geodesic congruence.

THEOREM 11.3 A necessary and sufficient condition that congruence C of an orthogonal ennuple
be a geodesic congruence is that the tendencies of all the other congruences of the ennuple in the
direction of C vanish indentically.

Or

To obtain necessary and sufficient conditions that a congruence be a geodesic congruence.
Proof: From equation (1), Pg. 207, we have

i
hp | = i

l
l

hlhe |∑ γ

Since 0| ≠i
le , h∀  and hence i

hp |  = 0 iff γhlh = 0, h∀ . But i
lp |  = 0 iff the congruence C is geodesic

congruence.

 Hence C is a geodesic congruence iff γhlh = 0, h∀ .
But

γhlh = – γlhh

So, C is a geodesic congruence iff – γlhh = 0, h∀– .

or C is a geodesic congruence iff γlhh = 0.

Hence γlhh = 0 are the necessary and sufficient conditions that congruence with unit tangents i
he |

be geodesic congruence. Again γlhh is the tendency of the vector i
le | in the direction vector i

he | .
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Thus a congruence C of an orthogonal ennuple is a geodesic congruence iff the tendency of all
other congruences in the direction of C vanish identically.

11.5NORMAL CONGRUENCE

A normal congruence is one which intersects orthogonally a family of hypersurfaces.

THEOREM 11.4 Necessary and sufficient conditions that the congruence |he  of an orthogonal ennuple
be normal is that

γnqp = γnpq

Proof: Consider a congruence C of curves in a Vn. Let ),,,( 21 nxxx …φ  = constant be a family of
hypersurfaces. To determines a normal congruence whose tangent vector is grad φ or ∇ φ.

Let ti be the convariant components of unit tangent vector to C. The congruence C is a normal

congruence to a family of hypersurface ),,,( 21 nxxx …φ  =  constant if

1

1,
t
φ

= y
tt n

n =
φ

…=
φ ,,

2

2  (say) … (1)

In order that )1–(n  differential equations given by equation (1) admit a solution which is not
constant, these must constitute a complete system.

From (1)

i

i

t
,φ

= y or  φ,i = yti

⇒ iyt = ix∂
φ∂

Differentiating it with respect to jx , we get

j
i

ij x

t
yt

x

y

∂

∂
+

∂

∂
= ji xx ∂∂

φ∂ 2

… (2)

Interchanging indices i and j, we get

i
j

ji x

t
yt

x

y

∂

∂
+

∂
∂

= ij xx ∂∂

φ∂ 2

… (3)

Subtracting (2) and (3) we get






 ∂

+
∂
∂








∂
∂

+
∂

j
i

jij
i

ij dx

t
yt

x

y

x

t
yt

dx

y
– = 0










∂

∂

∂

∂
+









∂

∂

∂

∂
ijjii

j
j
i

x

y
t

x

y
t

x

t

x

t
y –– = 0
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Multiplying by tk,

ytk iikjkii

j

j
i

dx

y
ti

x

y
tt

x

t

dx

t ∂
∂
∂

+








∂

∂∂
–– = 0 …(4)

By cyclic permutation of i, j, k in (4), we get

jikkijj
k

k

j
i

x

y
ti

x

y
tt

x

t

x

t
yt

∂
∂

∂
∂

+








∂
∂

∂

∂
––  = 0 … (5)

 and

  kjiijkk
i

i
k

i
x

y
tt

x

y
tt

x

t

x

t
yt

∂

∂

∂

∂
+









∂

∂

∂

∂
––  = 0 … (6)

On adding (4) , (5) and (6) we get





















∂

∂

∂

∂
+









∂

∂

∂

∂
+









∂

∂

∂

∂
k
i

i
k

jj
k

k
j

ii
j

j
i

k
x

t

x

t
t

x

t

x

t
t

x

t

x

t
ty –––  = 0

or ( )kiikjjkkjiijjik ttttttttt ,,,,,, –)–()–( ++  = 0 … (7)

as 0≠y , where i, j, k = 1, 2, …, n.

These are the necessary and sufficient conditions that the given congruence be a normal congruence.
Now suppose that the congruence is one of an orthogonal ennuple in Vn. Let en|i be the unit

tangents of given congruence C so that  ti = en|i

Then equation (7) becomes
en|k (en| i,j – en| j,i) + en| i (en| j,k – en| k,j) + en| j (en|k,i – en|i,k) = 0 … (8)

Now, multiplying equation (8) by R
q

i
p ee || , we get

k
q

i
pkiniknjn

k
q

i
pjknkjnin

k
q

i
pijnjinkn eeeeeeeeeeeeeee ||,|,|||,|,||||,|,|| )–()()–( +−+

where p and q are two new indices chosen from 1, 2, …, n – 1. i.e., p,q and n are unequal.

But
k
qkn ee || = q

hδ  = 0, nq ≠

k
pin ee || = p

hδ  = 0, np ≠

so, we have

k
q

i
pkjniknjn eeeee ||,|,|| )–( = 0

)–( ||,|||,||
k
q

i
pkjn

k
p

i
qiknjn eeeeeee = 0

en|j (γnqp – γnpq) = 0

Since k
q

i
pikn eee ||,| = γnpq
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⇒ γnqp – γnpq = 0, en| j ≠ 0

⇒ γnpq = γnqp, … (9)
Conversely if equation (9) in true then we get equation (8). Which implies that equation (7) are

satisfied bty en|i Hence en| is a normal congruence.
Thus necessary and sufficient conditions that the congruence en| of an orthogonal ennuple be a

normal congruence are that
γnqp = γnpq (p, q = 1, 2, …, n – 1 such that p ≠ q)

THEOREM 11.5 Necessary and sufficient conditions that all the congruences of an orthogonal ennuple
be normal.
Proof: If all the congruences of a orthogonal ennuple are normal. Then

γnqp = γnpq (p, q = 1, 2, …, n – 1 such that p ≠ q)
If the indices h, k, l and unequal then

γhkl = γhlk … (1)
But due to skew-symmetric property i.e., γhlk = – γlhk.
So,

γhkl = γhlk = – γlhk = – γlkh, from (1)
= γklh (skew-symmetric property).
= γkhl, from (1)

γhkl = – γhkl, (skew-symmetric property).
γhkl + γhkl = 0

⇒ 2 γhkl = 0

⇒ γhkl = 0
where (l, h, k = 1, 2, …, n such that h, k, kl   are unequal).

11.6 CURL OF CONGRUENCE

The curl of the unit tangent to a congruence of curves is called the curl of congruence.
If en| is a given congruence of curves then

Curl en|i = en|i, j  – en| j,i
If curl en| i = 0 then congruence is irrotational.

THEOREM 11.6 If a congruence of curves satisfy two of the following conditions it will also satisfy
the third

(a) that it be a satisfy the third
(b) that it be a geodesic congruence
(c) that it be irrotational.

Proof: Consider an orthogonal ennuple and i
he |  (h = 1, 2, …, n) be n unit tangent to n congruences of

this orthogonal ennnuple.
From theorem (11.2), we have

ih
h

lhke |∑ γ =
j

kjil ee |,|
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Putting l = n and j = m, we have

ih

n

h
nhke |

1
∑

=

γ = m
kmin ee |,|

Now, multiplying by ek| j and summing with respect to k from 1 to n, we have

jkih

n

kh
nhk ee ||

1,
∑

=

γ = jk
m
kmin eee ||,|

= m
jmine δ,| Since m

jjk
m
k ee δ=||

∑
=

γ
n

kh
jkihnhk ee

1,
|| =  jine ,| … (2)

By definition of curl of congruence, we have
curl en|i = en| i, j  – en| j,i

= ;||
1,

||
1,

– ikjh

n

kn
nhkjkih

n

kh
nhk eeee ∑∑

==

γγ from (2)

curl en| i = ihjk

n

kh
nkhjkih

n

kh
nhk eeee ||

1,
||

1,

– ∑∑
==

γγ

curl ine | = ∑
=

n

kh 1,
 (γnhk – γnkh) eh| iek| j … (3)

This double sum may be separated into two sums as follows.
(i) Let h and k take the values 1, 2, …, n – 1.

(ii) Either h = n or k = n or h = k = n.
Now, the equation (3) becomes

curl en| i = jnihnnhnhn

n

h
jkihnkhnhk

n

kh

eeee ||

1–

1
||

1

1,

)–()–( γγ+γγ ∑∑
=

−

=

+ jninnnnnnnjninnknnnk

n

k

eeee ||||
1

)–()–( γγ+γγ∑
=

Since we know that γnnk = γnnh = γnnn= 0.
So,

curl en|i = jkinnkn

n

k
jnihnhn

n

h
jkihnkhnhk

n

kh

eeeeee ||

1–

1
||

1–

1
||

1–

1,

–)–( γγγγ ∑∑∑
===

+

curl en|i = )–()–( ||||

1–

1
||

1–

,
jkinjnihnhn

n

h
jkihnkhnhk

n

kh

eeeeee γ+γγ ∑∑
=

… (4)
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The first term on R.H.S. of equation (4) vanishes
if γnhk – γnkh = 0
i.e.,
if γnhk = γnkh.

i.e., if the congruence |ne  is normal.

Again the second term of R.H.S of equation (4) vanishes

if  nhnγ = 0 i.e., if hnnγ   = 0

i.e., if the congruence |ne  is a geodesic congruence. Further, if first and second term on right
hand side of equation (4) both vanishes then

curl ine | = 0

Hence we have proved that if the congruence |ne  satisfies any two of the following conditions
then it will also satisfy the third.

(a) |ne is a normal congruence

(b) |ne is irrotational

(c) |ne is a geodesic congruence

11.7 CANONICAL CONGRUENCE

It has been shown that given a congruence of curves, it is possible to choose, in a multiply infinite
number of ways, n – 1 other congruences forming with the given congruence an orthogonal ennuple.
Consider the system of n – 1 congruence discovered by Ricci, and known as the system canonical with
respect to the given congruence.

THEOREM 11.7 Necessary and sufficient conditions that the n – 1  congruences eh| of an orthogonal
ennuple be canonical with respect to en|  are

γnhk + γnkh = 0; (h, k = 1, 2, …, n – 1, h ≠ k ).
Proof: Let the given congruence en| be regarded as nth

 of the required ennuple. Let en|i be  unit tangent
to given congruence.

ijX = ½ (en| i, j  + en| j,i) … (1)

Let us find a quantity ρ and n quantities ei satisfying the n + 1 equations

ji
EegX

ee

jn
i

ijij

i
in ,

0–(

0

|

|







=ρ+ω
=

= 1, 2, …, n … (2)

where ω is a scalar invariant.
Writing equation (2) in expansion form, we have

n
nnnn eeeeee |

2
2|

1
1| +……++ = 0 … (3)

and

jn
n

njnjjj
i

jj eegXegXegX |
2

2211 )–()–()–( ρ+ω…+ω+ω = 0
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for j = 1, 2, …, n.

1|11
2

2121
1

1111 )–()–()–( n
n

nn eegXegXegX ρ+ω+…+ω+ω = 0

2|22
2

2222
1

1212 )–()–()–( n
n

nn eegXegXegX ρ+ω+…+ω+ω = 0

M
nn

n
nnnnnnnn eegXegXegX |

2
22

1
11 )–()–()–( ρ+ω+…+ω+ω = 0

from (3)

0.|
2

2|
1

1| ρ+…++ n
nnnn eeeeee = 0

eliminating ρ and the quantities e1, e2, …en, we have the equation

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
0

–––

–––

–––

|2|1|

|2211

2|2222221212

1|1121211111

nnnn

nnnnnnnnnn

nnn

nnn

eee

egXgXgX

egXgXgX

egXgXgX

…
ω…ωω

ω…ωω
ω…ωω

M

which is of degree n – 1 in ω. Hence there will be n – 1 roots of ω and these roots be ω1, ω2, …,
ωn – 1. All roots are real. Let ωh be one of these roots and let the corresponding values of ρ and ei be
denoted by ρh and i

he |  respectively. Then ρh and i
he |  will satisfy the equation (2), we have

i
hin ee || = 0 … (4)

and jnh
i
hijij eegX ||)–( ρ+ω = 0 … (5)

 Similarly ωk be another root of these roots, we have
i
kin ee || = 0 … (6)

jnh
i
kijij eegX ||)–( ρ+ω = 0 … (7)

Multiplying (5) by j
ke |  and (7) j

he |   and using (4) and (6), we get

j
k

i
hijhij eegX ||)–( ω = 0 … (8)

j
h

i
kijkij eegX ||)–( ω = 0 … (9)

Since ijX  and ijg  are symmetric tensor in i and j. Now, interchanging i and j in equation (9), we

get
j
k

i
hijkij eegX ||)–( ω = 0 … (10)

Subtracting (10) and (8), we get
j
k

i
hijkh eeg ||)–( ωω = 0 … (11)

Since ωk – ωk ≠ 0 as ωh ≠ ωh.

⇒ j
k

i
hij eeg || = 0 … (12)
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This shows that i
he |  and j

ke |  unit vectors are orthogonal to each other and hence the congruence

|he  and |ke  (h ≠ k) are orthogonal to each other. Hence the n – 1 congruence eh| (h = 1, 2, …, n) thus
determined form an orthogonal ennuple with en|.

Using equation (12), equation (10) becomes
j

k
i
hij eeX || = 0

Since from (1), ( )ijnjinij eeX ,|,|2
1 += . Then we have,

( )j
k

i
hijnjin eeee ||,|,|2

1 + = 0

j
h

i
kijn

j
k

i
hjin eeeeee ,|||,| + = 0

γnhk + γnkh = 0; (h, k = 1, 2, …, n – 1 such that kh ≠ ) … (13)

Conversely if equation (13) is true then (n – 1) congruences eh| of the orthogonal ennuple and

canonical with respect to |ne . Hence necessary and sufficient condition that the n – 1 congruences |he

of an orthogonal ennuple be canonical with respect to en| are
γnhk  + γnkh = 0; (h, k = 1, 2, …, n such that kh ≠ )

THEOREM 11.8 Necessary and sufficient conditions that n –1 mutually orthogonal congruences |he

orthogonal to a normal congruence |ne , be canconical with respect to the later are γnhk = 0 where k, h

= 1, 2,…, n – 1 such that h ≠ k.

Proof: By theorem (11.7), Necessary and sufficient conditions that (n – 1) congruences |he  of an

orthogonal ennuple be canonical with respect to en| are
γnhk + γnkh = 0 (h, k = 1, 2, …, n – 1 such that h ≠ k).

If the congruence en| is normal. Then
γnhk = γnkh

The given condition nkhnhk γ+γ  = 0 becomes

γnhk + γnhk = 0
2γnhk = 0
γnhk = 0 Proved.

EXAMPLE 1

If en| are the congruences canonical with respect to en| prove that (i) ωh = γnhk (ii) ρh = 2
1

γhnn,

(iii) If en| is a geodesic congruence, the congruences canonical with respect to it are given by

0)( =ω− i
ijij egX  = 0

Solution

Suppose (n – 1) congruences eh| of an orthogonal ennable in a Vn are canonical with respect to
the cougruence eh| then

i
hin ee || = 0 … (1)
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and jnh
i
hijhij eegX ||)–( ρ+ω = 0 … (2)

where

Xij = 2
1

 (en| i,j + en| j,i) … (3)

Since i
ne |  unit tangents then

j
h

i
hij eeg || = 0 … (4)

(i) Multiplying equation (2) by i
he | , we get

j
hjnh

j
h

i
hijhij eeeegX ||||)–( ρ+ω = 0

j
h

i
hijh

j
h

i
hij eegeeX |||| – ω = 0 since j

hjn ee ||  = 0 (from (1))

h
j

h
i
hij eeX ω–|| = 0, since j

h
i
hij eeg ||  = 1

h
j
h

i
hijnjin eeee ω+ –)(

2
1

||,|,| = 0; from (3)

h
j
h

i
hijn

j
h

i
hjin eeeeee ω+ –)(

2
1

||,|||,| = 0

2
1  (γnhh + γnhh) – ωh = 0

ωh = γnhh

(ii) Multiplying (2) by j
ne | , we get

j
njnh

j
n

i
hijhij eeeegX ||||)–( ρ+ω = 0

1– |||| ×ρ+ω h
j

n
i
hijh

j
n

i
hij eegeeX = 0 from (1)

h
j
h

i
hijnjin eeee ρ++ ||,|,| )(

2
1

= 0, since j
h

i
h ee ||  = 0

h
j
h

i
hijn

j
n

i
hjin eeeeee ρ++ )(

2
1

||,|||,| = 0

2
1

(γnhn + γnnh) + ρh = 0

ρh = – 2
1

γnhn, since γnnh = 0

or ρh = 2
1

γhnn

(iii) If en| is a geodesic congruence, then γhnn = 0 from the result (ii), we have

ρh = 0
2

1
×

ρh = 0
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from equation (2), we get

jn
i
hijhij eegX || 0)–( +ω = 0 or i

hijhij egX |)–( ω  = 0

this gives i
ijij egX )–( ω  = 0 .

EXAMPLE 2
Prove that when a manifold admits an orthogonal systyem of n normal congruences then any of

these in canonical with respect to each other congruence of the system.

solution

Let i
he |  (h = 1, 2, …, n) be unit tangents to n normal congruences of an orthogonal ennuple in a

Vn. So that
γlhk = 0, where l, h, k = 1, 2,...n such that l, h, k being unequal.

It is required to show that a congruence eh| is canonical with respect to the congruence ek| (h, k = 1, 2,
…, h ≠ k). We know that the n – 1 congruence en| of an orthogonal ennuple be canonical to en| iff

γnhk + γnkh = 0
This condition is satisfied by virtue of equation (1). Hence (n – 1) congruences eh| of an orthogonal

ennuple are canonical to en|.
Similarly we can show that any n – 1 congruences are canonical to the remaining congruence.
It follows from the above results that any one congruence is canonical with respect to each other

congruence of the system.

EXERCISE

1. If  φ is a scalar invariant

∑
=

φ
n

h

i
h

i
hij ee

1
||, = ∆2φ

2. The coefficient of ρn – 1  in the expansion of the determinant |φ,ij – ρgij| is equal to ∇ 2φ.

3. If eh| are the unit tangents to n mutually orthogonal normal congruences and e11+ be21 is also a
normal congruence then ae11 – be21 is a normal congruence.

4. Show that

hkkh s
Q

sss ∂
∂

∂
∂

∂
φ∂

∂
∂

– =
ll

lkhlhk s
Q

∂
∂

γγ∑ )–(

where Sh denotes the arc length of a curve through a point P of an ennuple and Q is a scalar invariant.

5. If the congruence eh| (h = 1, 2, … n – 1) of an orthogonal ennuple are normal, prove that they are
canonical with respect to other congruence |he .



12.1 INTRODUCTION

We have already studied (Art 10.3 chapter 10) that if m > n then we call Vn to be a subspace of Vm and
consequently Vm is called enveloping space of Vn. We also know that there are m – n linearly independent
normals Nα to Vn. (Art 10.3 Theorem 10.5, chapter 10). If we take m = n + 1 then Vn is said to be
hypersurface of the enveloping space Vn + 1

Let Vn be Riemannian space of n dimensions referred to cordinates xi and having the metric ds2 =
gij dxi dxj. Let Vn be Riemannian space of m dimensions referred to coordinates yα and having the metric
ds2 = aαβ dyα dyβ. Where m > n. Let Greek letters α , β, γ … take the values 1, 2, …, m and latin indices
i, j, k, … take the values 1, 2, …n. Then we have, the relation between aαβ and gij

gij = aαβ ji x

y

x

y

∂

∂

∂

∂ βα
… (1)

Since the function yα are invariants for transformations of the coordinates xi in Vn, their first
covariant derivatives with respect to the metric of Vn are the same as their ordinary derivatives with
respect to the variables xi.

i.e., α
iy, = ix

y

∂

∂ α

Then equation (1) can be written as

gij = aαβ
βα
ji yy ,, … (2)

The vector of Vn + i whose contravariant components are α
iy,  is tangential to the curve of

parameter xi in Vn. Consequently if Nα are the contravariant components of the unit vector normal to
Vn. Then we have

aαβNβ α
iy, = 0, (i = 1, 2, …, n) … (3)

and aαβN αN β = 1 … (4)

HYPERSURFACES

CHAPTER – 12
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12.2GENERALISED COVARIANT DIFFERENTIATION

Let C be any curve in Vn and s its arc length. The along this curve the x's and the y's may be expressed
as function of s only. Let uα and ν β be the components in the y's of two unit vector fields which are
parallel along C with respect to Vm. Similarly w i the components in x's of a unit vector field which is
parallel along C with respect to Vn. Now, uα is parallel along C relative to Vm then we have,

ds

dy
u

β

βα, = 0

ds
dy

u
y

u β

γβ
α 

















βα
γ

∂
∂

– = 0

ds
dy

u
ds

dy

y

u β

γ

β

β

α









βα
γ

∂
∂

– = 0

ds
dy

u
ds

du β

γ
α









βα
γ

– = 0

ds

duα = ds
dy

u
β

γ








γβ
α

… (1)

similarly v β  is parallel along C relative to Vm then

ds

dvβ
= ds

dyv
α

γ









βα
γ

– … (2)

and wi is parallel along C relative to Vn then

ds

dwi
= ds

dx
kj

i
w

k
j









–       … (3)

The Christoffel symbol with Greek indices being formed with respect to the aαβ and the y's and
christoffel symbol with Latin indices with respect to the gij and the x's.

Let α
β iA  be a tensor field, defined along C, which is mixed tenser of the second order in the y's and

a covariant vector in the x's. Then the product uα vβ wi 
α
β iA  is scalar invariant and it is a function of s

along c. Its derivative with respect to s is also a scalar invariant.

Differentiating uα vβ wi 
α
β iA  with respect to s, we have

)( α
β

β
α i

i Awvu
dt
d

= α
β

βα
α
ββ

α + i
iii Awv

ds

du

ds

dA
wvu  + α

β
β

α
α
βα

β

+ i

i

i
i Avu

ds
dw

Awu
ds

dv

= α
δα

δ
δ
β

βδ
α
ββ

α ++ i
i

i
iii Awu

ds
dv

Awv
ds

du
ds

dA
wvu  + α

β
β

α j

j
Avu

ds

dw
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=
ds

dy
wvuA

ds

dA
wvu i

i
ii

γ
β

α
δ
β

α
ββ

α








δγ

α
+ .  – ds

dy
wvuA i

i

γ
β

α
α
δ








βγ
δ

.

– ds
xd

ik
j

wvuA
k

i
j







β

α
α
β , by equation (1), (2) & (3).

=




























γβ
δ









γδ
α

+ α
β

γ
α
δ

γ
δ
β

α
ββ

α ds
dx

ki

j
A

ds
dy

A
ds

dy
A

ds

dA
wvu

k

jii
ii .––.

= Scalar, along C

Since the outer product uαvβwi is a tensor and hence from quotient law that the expression within

the bracket is tenser of the type α
β iA  and this tensor is called intrinsic derivative of  α

β iA  with respect to
s.

The expression within the bracket can also be expressed as




























βγ
δ








δγ
α

+
∂

∂ α
β

γα
δ

γδ
β

α
β

ik

j
AyAyA

x

A

ds
dx

jkikik
i

k
–– ,,

Since 
ds

dxk
 is arbitrary..

So, by Quotient law the expression within the bracket is a tensor and is called tensor derivative of
α
β iA  with respect to xk. It is denoted by α

β kiA ; . Then we have

α
β kiA ; = .–– ,,
















βγ
δ








δγ
α

+
∂ α

β
γα

δ
γδ

β

α
β

ik

j
AyAyA

dx

A
jkikik

i

α
β kiA ;  is also defined as generalised covariant derivative α

β iA  with respect to xk .
Note:– Semi-colon(;) is used to denote tensor differentiation.

12.3 LAWS OF TENSOR DIFFERENTIATION

THEOREM 12.1 Tensor differentiation of sums and products obeys the ordinary rules of differentiation.

Proof: Suppose α
β

α
β BA ,  and Bγ are tensors in Vm.

(i) To prove that

kBA ;)( α
β

α
β + = α

β
α
β + kk BA ;;

Let the sum α
β

α
β + BA  be denoted by the tensor α

βC .
Now,

α
β kC ; =

c
ka

c
kk

y
c

Cy
ca

C
x

C
,–,


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




β
α
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
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

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+
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∂ αα
β

α
β
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∴ kBA ;)( α
β

α
β +  =

c
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a
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dx
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,)(
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kBA ;)( α
β

α
β +  = a

k
a BA ;; βαβ +  Hence  the result (i)

(ii) Prove that

kBA );( γ
α
β + = kk BABA ;; γ

α
βγ

α
β +

Let γ
α
β BA = α

βγD Then α
βγD  is a tensor

we have

α
βγ kD ; =


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



 α

+
∂
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D a
kk ; yc – 

c
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c
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a
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kBA ;)( γ
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β = kak BABA ;; γ
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Hence the result (ii).
Note:– α , β, γ, a, c  take values from 1 to m while k take values from 1 to n.

THEOREM 12.2 To show that ja ;αβ = 0

or

To prove that the metric tensor of the enveloping space is generalised covariant constant with respect
to the Christoffel symbol of the subspace.

Proof: We have (see pg. 220)

ia ;αβ =
δ

αγ
δ

γβ
αβ








βδ
γ








αβ
γ∂

iii yaya
dx

a
,, ––

= [ ] [ ]( ) δαβ αβδ+βαδ
∂

ii y
dx

a
,,,–
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or ia ;αβ =
δ

δ
αβαβ

∂

∂∂
ii

y
y

a

dx

a
,–

or ia ;αβ = ii dx

y

y

a

dx

a δ
δ

αβαβ ∂
⋅

∂

∂∂
– = ii x

a

x

a

∂

∂

∂

∂ αβαβ – = 0 Proved.

12.4 GAUSS'S FORMULA

At a point of a hypersurface Vn of a Riemannian space Vn + 1,  the formula of Gauss are given by

α
ijy; = αΩ Nij

Proof: Since yα is an invariant for transformation of the x's and its tensor derivative is the same as its
covariant derivative with respect  to the x’s, so that

α
iy; = α

iy, = idx

dyα
… (1)

Again tenser derivative of equation (1) with respect to x’s is

α
ijy; = jiy ;; )( α = )( ,

α
iy

=







βγ
α

+






∂ γβαα

jilij
yy

ij
l

yy
dx ,,,, –)(

=







βγ
α

+






















∂

∂

∂

∂ γβα
α

jilij yy
ij

l
y

x

y

x
,,,–

α
ijy; =








βγ
α

+








∂∂

∂ γβα
α

jilji yy
ij

l
y

xx

y
,,,

2
– … (2)

Interchanging j and i in (2), we have

α
jiy; =








βγ
α

+








∂∂
∂ γβα

α

ijlij
yy

ji

l
y

xx

y
,,,

2

–

α
jiy; =








βγ
α

+








∂∂
∂ γβα

α

jllji
yy

ij

l
y

xx

y
,,,

2

– … (3)

[On interchanging β and γ in third term of R.H.S. of (3) and using 







βγ
α

 = 







γβ
α

].

On comparing equation (2) and (3), we have

α
ijy; = α

jiy;

So, α
ijy; is symmetrical with respect to indices i & j.
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Let g ijdx idx j and βα
αβ dydya  be fundamental forms corresponding to Vn and Vn + 1 respectively..

Then

gij = ji x

y

x

y
a

∂

∂

∂

∂ βα

αβ

or gij = βα
αβ ji yya ;;

Taking tensor derivative of both sides with respect to xk

gij;k = βα
αβ

βα
αβ

βα
αβ ++ jikjkijik yyayyayya ;;;;;;;

But gij;k = 0  and ka ;αβ  = 0.

we have,

0 = βα
αβ

βα
αβ + jikjki yyayya ;;;;

or βα
αβ

βα
αβ + jkijik yyayya ;,,; = 0, using (1), Art. 12.4 … (4)

By cyclic permutation on i, j, k in (4), we have

βα
αβ

βα
αβ kijkji yyayya ;,,; + = 0  … (5)

and βα
αβ

βα
αβ + ijkikj yyayya ;,,; = 0 … (6)

subtracting equation (4) from the sum of (5) and (6), we get.

βα
αβ kij yya ,;2 = 0

or βα
αβ kij yya ,; = 0 … (7)

This shows that α
ijy;  is normal (orthogonal) to β

ky, . Since β
ky,  is tangential to Vn and hence α

ijy;  is

normal to Vn.  Then we can write

α
ijy; = ijN Ωα (8)

where Nα is unit vector normal to Vn and Ω ij  is a symmetric covariant tensor of rank two. Since

α
ijy;  is a function of x's the tenser Ω ij is also a function of x's.

The equation (8) are called Gauss’s formula.
From equation (8)

α
ijy; = αΩ Nij

β
αβ

α Nay ij; = αβ
αβΩ NNaij

= 2NijΩ
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β
αβ

α Nay ij; = ,ijΩ N = 1

or Ω ij = .;
β

αβ
α Nay ij

The quadratic differential form

ji
ij dxdxΩ

is called the second fundamental form for the hypersurface Vn of Vn + 1. The components of tenser Ω ij
are said to be coefficient of second fundamental form.
Note: The quadratic differential form g ijdx idx j is called first fundamental form.

12.5 CURVATURE OF A CURVE IN A HYPERSURFACE AND NORMAL CURVATURE

If Uα and u i be the contravariant components of the vector u relative to Vn and Vn + 1 respectively then
we have (from chapter 10, Theorem 10.4)

αU = i
i

u
x
y

∂
∂ α

 = i
i uyα
, … (1)

Let the derived vector to vector u along C with respect to metric of Vn and Vn + 1 are denoted by
p and q respectively. Then

pi
=

sd
xdu

j
i
j,

and αq =
sd
ydU

β
α
β,

=
ds

dx
U

j

j
α
; , (from equation 1, Art 12.4) … (2)

Taking the tensor derivative of each side of equation (1) with respect to x's, we have

α
jU; = i

ji
i

ij uyuy ,,;
αα +

By Gauss's formula, we have αα Ω= Ny ijij;

Then α
jU; = i

ji
i

ij uyuN ,,
αα +Ω

Putting the value of α
ju;  in equation (2), we have

αq =
ds
dx

uyuN
j

i
ji

i
ij )( ,,

αα +Ω

or αq =
i

i

j
i

ij pyN
ds

dx
u αα +








Ω , … (3)

where ip =
ds

dx
u

j
i
j,
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Now suppose that vector u is a the unit tangent t to the curve C. Then the derived vectors q and
p are the curvature vectors of a C relatively to Vn + 1  and Vn respectively. Then equation (3) becomes.

αq =
i

i

ji

ij pyN
ds

dx
ds
dx αα +








Ω , … (4)

Taking Kn =
ds

dx
ds
dx ji

ijΩ , we get

αq = Kn N
α + α

iy,  pi ...(5)

Kn is called Normal curvature of Vn at any point P of the curve C and Kn N
α is called normal

curvature vector of Vn + 1 in the direction of C.

Meaunier's Theorem
If Ka and Kn are the first curvature of C relative to Vn + 1 and normal curvature of Vn respectively

and w is the angle between N
r

 and C
r

 (C being the unit vector of Vn + 1 then the relation between Ka, Kn
and w  is given by

Kn = ωcosaK

Proof: We know that

αq = αα + i
i

n ypNK , ...(1)

where Kn =
sd

xd
sd
xd ji

ijΩ

Let Ka and Kg be the first curvatures of C with respect Vn + 1 and Vn respectively then

Ka = ,βα
αβ qqa  Kg = ji

ij ppg

Let ω  be the angle between N
r  and C

r .

Then CN
rr

⋅ = ω⋅ cosCN

= ωcos as |N| = |C| = 1

CN
rr

. = ωcos ...(2)

If b
r

 is a unit vector of Vn + 1 in the direction principal normal of C
r

with respect to Vn then
equation (1) becomes

CKa

r
= NKbK ng

rr
+ … (3)

Taking scalar product of equation (3) with N
r

, we have

CNKa

rr
. =  NNKbNK ng

rrrr
.. +

ωcosaK = ;10 ⋅+⋅ ng KK  from (2)

Kn = ωcosaK  … (4)

Proved.
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EXAMPLE 1
Show that the normal curvature is the difference of squares of geodesic curvatures.

Solution

We know that (from Meurier’s Theorem, equation 3)

CKa
r

= NKbK ng
rr

+

Taking modulus of both sides, we get

2
aK = 22

ng KK +

or 2
nK = 22 – ga KK .

Theorem 12.3 To show that the first curvature in Vn + 1 of a geodesic of the hypersurface Vn is the
normal curvature of the hypersurface in the direction of the geodesic.
Proof: From, example 1, we have

2
aK = 22

ng KK +

If C is a geodesic of Vn  then 00 =⇒= g
i Kp

Then we have

2
aK = 2

nK

⇒ Ka = Kn. Proved.

Dupin's Theorem

The sum of normal curvatures of a hypersurface Vn for n mutually orthogonal directions is an
invariant and equal to Ω ijg

ij .

Proof: Let i
he |  (h = 1, 2, …, n) be unit tangents to n congruences of an orthogonal ennuple in a Vn. Let

Knh be normal curvature of the hypersurface Vn in the direction of the congruence |he . Then

Knh = j
h

i
hij ee ||Ω

The sum of normal curvatures for n mutually orthogonal directions of an orthogonal ennuple is a
Vn is

∑
=

n

h
nhK

1
= ∑

=

Ω
n

h

j
h

i
hij ee

1
||

= ∑
=

Ω
n

h

j
h

i
hij ee

1
||

= Ω ij g ij

= Scalar invariant Proved.
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12.6 DEFINITIONS

(a) First curvature (or mean curvature) of the hypersurface Vn at point P.
It is defined as the sum of normal curvatures of a hypersurface Vn form mutually orthogonal directions
at P and is denoted by M. Then

M = Ω ij g ij

(b) Minimal Hypersurface
The hypersurface Vn is said to be minimal if M = 0

i.e., Ω ij g ij = 0

(c) Principle normal curvatures
The maximum and minimum values of Kn are said to be the principle normal curvatures of Vn at P.
Since these maximum and minimum values of Kn correspond to the principal directions of the symmetric

tensor ijΩ .

(d) Principal directions of the hypersurface at a point P.

The principal directions determined by the symmetric tensor ijΩ  at P are said to be principal directions
of the hypersurface at P.

(e) Line of curvature in Vn

A line of curvature in a hypersurface Vn is a curve such that its direction at any point is a principal
direction.

Hence we have n congruences of lines of curvature of a Vn.

THEOREM 12.4 To show that the mean curvature of a hypersurface is equal to the negative of the
divergence of the unit normal.

or

To show that the first curvature of a hypersurface is equal to the negative of the divergence of the unit
normal.

or

To show that the normal curvature of a hypersurface for any direction is the negative of the tendency
of the unit normal in that direction.
Proof: Let N be the unit normal vector to the hypersurface Vn in y's and let Nα be its covariant
components. Let t be the unit tangent vector to N congruences eh| (h = 1, 2, …, n) of an orthogonal

ennuple in Vn and let α
|hT  be the contravariant components in Vn + 1 of t. Since t is orthogonal to N,

therefore

α
α NTh| = 0 … (1)

Taking covariant derivative of equation (1) with regard to βy  provides

βα
α

α
α

β + ,|| , NTNT hh = 0 … (2)

Multiplying equation (2) by β
hT , we get

βα
βα

α
βα

β + ,|||| , NTTNTT hhhh = 0
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α
βα

β NTT hh )( || , = – αβ
βα ||, hh TTN … (3)

Now βα
β ||, hh TT  is the first curvature of the curve eh| and βα,N . β

|hT . α
|hT  is the tendency of αN  is the

direction of |he . Hence equation (3) implies that the normal component of the first curvature of the |he

relative to Vn + 1 or the normal curvature of Vn in the direction of the curve |he

= – tendency of N in the direction of the curve |he … (4)

Taking summation of both of (3) and (4) for h = 1, 2, …, n
we have
i.e., mean curvature or first curvature of a hypersurface = – divergence of the unit normal.

Corollary: To prove that
M = – divn + 1N

Proof: Since N is a vector of unit magnitude i.e., constant magnitude, its tendency is zero. also by
definition, the divn + 1 N and divn

 N differ only by the tendency of the vector N in its direction. But the
tendency of N is zero hence it follows that

divn N = – div n + 1 N
Hence M = – div n N = – div n + 1 N.

12.7 EULER'S THEOREM

Statement
The normal curvature Kn of Vn  for any direction of a

r  in Vn is given by

Kn = hh

n

h

K α∑
=

2

1

cos

where Kh are the principal curvature and αh are the angles between direction of a
r  and  the congruence

eh|
Proof: The principal directions in Vn  determined by the symmetric covariant tensor teser Ω ij  are
given by

i
hijhij pgK |)–(Ω = 0 … (1)

where Kh are the roots of the equation

ijij Kg–Ω = 0 … (2)

and i
hp |  are the unit tangents to n congruences of lines of curvature.

The roots of the equation (2) are the maximum and minimum values of the quality Kn defined by

Kn = ii
ij

ji
ij

ppg

ppΩ
… (3)



Hypersurface 229

Multiplying equation (1) by i
kp | , (K ≠ h), we get

i
k

i
hijnij ppgK ||)–(Ω = 0

The principal directions satisfy the equation
j

k
i
hij pp ||Ω = 0 ( )kh ≠ … (4)

Let |he  be the unit tangents to the n congruences of lines of curvature. Then the principal curvatures
are given by

Kh = i
h

i
hij ee ||Ω (h = 1, 2, …, n) … (5)

Any other unit vector a
r  in Vn is expressible in the form

a
r = hh

h

e α∑ cos|

or ai = h
i

n

h
h

e αcos
|

1
∑

=
… (6)

where |cos hα = |hea
rr

⋅  = ih
iea |

ai being the contravariant components of a
r

 and αh being the inclination of vector a to eh|.  The
normal curvature of Vn for the direction of a

r
 is given by

Kn = ji
ij aaΩ

from (6), we get

Kn = 









α










αΩ ∑∑

h
h

j
k

h
h

i
hij ee coscos ||

= )( ||
1,

j
k

i
hij

n

kh

eeΩ∑
=

 kh αα coscos

= h
j

h
i
hij

n

h

ee αΩ∑
=

2
||

1

cos)(

Kn = hh

n

h

K α∑
=

2

1

cos … (7)

This is a generalisation of Euler’s Theorem.

12.8 CONJUGATE DIRECTIONS AND ASYMPTOTIC DIRECTIONS IN A HYPERSURFACE
The directions of two vector, a

r  and b
r , at a point in Vn are said to be conjugate if

ji
ij baΩ = 0 … (1)

and two congruences of curves in the hypersurface are said to be conjugate if the directions of the two
curves through any point are conjugate.
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A direction in Vn which is self-conjugate is said to be asymptotic and the curves whose direction
are along asymptotic directions are called asymptotic lines.

Therefore the direction the vector a
r  at a point of Vn be asymptotic if

ji
ij aaΩ = 0 … (2)

The asymptotic lines at a point of a hypersurface satisfies the differential equation
ji

ij dxdxΩ = 0 … (3)

THEOREM 12.5 If a curve C in a hypersurface Vn has any two of the following properties it has the
third

(i) it is a geodesic in the hypersurface Vn

(ii) it is a geodesic in the enveloping space Vn + 1
(iii) it is an asymptotic line in the hypersurface Vn.

Proof:  Let C be a curve in the hypersurface Vn. The normal curvature Kn of the hypersurface Vn in the
direction of C is given by

2
aK = 22

ng KK + … (1)

where Ka and Kg  are the first curvatures of C relative to enveloping space Vn + 1 and hypersurface Vn
respectively.

Suppose C is a geodesic in the hypersurface Vn [i.e., (i) holds] then Kg = 0.
If C is also a geodesic in the enveloping space Vn + 1 [i.e., (ii) holds] then Ka = 0.
Now, using these values in equation (1), we have

2
nK = 0 nK⇒  = 0

Implies that C is an asymptotic line is the hypersurface Vn i.e., (iii) holds.
Hence we have proved that (i) and (ii) ⇒  (iii)
Similarly we have proved that
(ii) and (iii) ⇒ (i)

 and  (i) and (iii) ⇒  (ii)

12.9 TENSOR DERIVATIVE OF THE UNIT NORMAL
The function yα are invariants for transformations of the coordinates xi in Vn their first covariant
derivatives with respect to the metric of Vn are the same as their ordinary derivatives with respect to the
variables xi.

i.e., α
iy; = ii x

yy
∂
∂=

α
α
, … (1)

The unit Normal αN  be the contravariant vector in the  y’s whose tensor derivative with respect
to the x’s is

α
iN; =

δβ
α









δβ
α

+
∂
∂

ii
yN

x

N
, … (2)
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Since αβ
αβ NNa = 1 … (3)

Tensor derivative of this equation with respect to xi gives

βα
αβ

βα
αβ + NNaNNa ii ;; = 0

Interchanging α  and β in Ist term, we get

or βα
αβ

αβ
βα + NNaNNa ii ;; = 0

βα
αβ

αβ
αβ + NNaNNa ii ;; = 0

αβ
αβ iNNa ;2 = 0

αβ
αβ iNNa ; = 0 … (4)

which shows that α
iN;  is orthogonal to the normal and therefore tangential to the hypersurface.

Thus α
iN;  can be expressed in terms to tangential vectors α

ky,  to Vn so that

α
iN; = αα

ki yA , … (5)

where k
iA  is a mixed tensor of second order in Vn  to be determined.

Since unit normal Nα is orthogonal to tangential vector α
iy,  in Vn. Then

βα
αβ iyNa , = 0

Taking tensor derivative with respect to x j, we get
βα

αβ
βα

αβ + ijij yNayNa ,,; = 0 since ββ Ω= Ny ijij,

or βα
αβ

βα
αβ Ω+ NNayNa ijij ,; = 0

or )(,;
βα

αβ
βα

αβ Ω+ NNayNa ijij = 0

from equation (3), βα
αβ NNa = 1

or ijij yNa Ω+βα
αβ ,; = 0

or ij
k
jki Ag Ω+ = 0









=

∂
∂

∂
∂

=
βα

αβ
αα

αβ kiikik g
x

y

x

y
ayya ,,since

Multiplying this equation by gim, we get

im
ij

k
j

im
ki gAgg Ω+ = 0
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im
ij

k
j

m
k gA Ω+δ = 0

im
ij

m
i gA Ω+ = 0

m
iA = im

ij gΩ–

Substituting this value in equation (5), we get

α
iN; = αΩ k

ik
ij yg ,  = αΩ k

jk
ji yg ,–

α
iN; =

αΩ k
jk

ij yg ,– … (6)

This is the required expression for the tensor derivative of αN .

Theorem 12.6 The derived vector of the unit normal with respect to the enveloping space, along a
curve provided it be a line of curvature of the hypersurface.

Proof: Since the tensor derivative of αN  is

α
iN; = αΩ k

jk
ij yg ,– … (1)

Consider a unit vector ie  tangential to the curve C.

Then i
i eNα
; = i

k
jk

ij eyg αΩ ,– … (2)

The direction of i
i eNα
;  is identical with that of ie

Then i
i eNα
; = ,– ,

i
i eyαλ (λ is scalar constant)

from (2), we have

i
k

jk
ij eyg αΩ , = i

i eyαλ ,

Multiplying both sides of this equation by β
αβ lya ,

)( ,,
βα

αβΩ lk
ijk

ij yyaeg = )( ,,
βα

αβλ li
i yyae

kl
ijk

ij gegΩ = il
igeλ since βα

αβ= liil yyag ,,

ii
lij eδΩ = il

igeλ

il
ii

il gee λΩ – = 0

i
ilil eg )–( λΩ = 0 (l = 1, 2, …, n)

This equation implies that the direction of ei is a principal direction for the symmetric tensor Ω il
i.e., ei is a principal direction for the hypersurface Vn.  Hence by definition the curve C is a line of
curvature Vn.
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12.10 THE EQUATION OF GAUSS AND CODAZZI

since we know that (pg. 86, equation 5)

kjijki AA ,, – = p
ijkpRA … (1)

where Ai is a covariant tenser of rank one and difference of two tensers kjijki AA ,, –  is a covariant

tenser of rank three.

It α
iy,  are components of a covariant tensor of rank one in x 's. Then replacing Ai by α

iy,  in

equation (1), we get

αα
ikjijk yy ,, –  = p

ijkp Ryα
,  = hijk

ph
p Rgyα

, , Since p
ijkR  = hijk

phRg … (2)

where hijkR  are Riemann symbols for the tensor  ijg

We know that
α
ijy, = αΩ Nij … (3)

and α
iN, = αΩ k

ik
ij yg ,– … (4)

Let α
γδεR  are Riemann symbols for the tensor αβa  and evaluated at points of the hypersurface

using equation (3) and (4), equation (2) becomes

εδγα
γδε

αα ΩΩΩΩΩΩ kjijikkijijhkikhjhijk
ph

p yyyRNRgy ,,,,,, –)–(–)]–(–[ … (5)

Multiplying equation (5) by β
αβ lya ,  and summed with respect to α . Using the relations

βα
αβ li yya ,, = 0

and αβg  = αβ
lyN , = 0,

we get

lijkR = εδγβ
βγδε+ΩΩΩΩ kjilijlkiklj yyyyR ,,,,)–( … (6)

Multiplying (6) by aαβN β and summing with respect to α . Using relations
αβ

αβ lyNa , = 0

and ββ
αβ BNa = 0

we get εδγβ
βγδε+ΩΩ kjijikkij yyyNR ,,,,, – = 0 … (7)

Hence, The equation (6) are generalisation of the Gauss Characteristic equation and equation
(7) of the Mainardi-Codazzi equations.
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12.11 HYPERSURFACES WITH INDETERMINATE LINES OF CURVATURE

A point of a hypersurface at which the lines of curvature are indeterminate is called an Umbilical Point.
The lines of curvature may be indeterminate at every point of the hypersurface iff

ijΩ = ijgω … (8)

where ω is an invariant
The mean curvature M of such a hypersurface is given by

M = ij
ijgΩ  = ij

ij ggω  = ωn

⇒ ω =
n

M
.

So that the conditions for indeterminate lines of curvature are expressible as

ijΩ = ijg
n
M

, from (i) … (9)

If all the geodesics of a hypersurface Vn are also geodesics of an enveloping Vn + 1. They
hypersurface Vn is called a totally geodesic hypersurface of the hypersurface Vn + 1.

THEOREM 12.7 A totally geodesic hypersurface is a minimal hypersurface and its-lines of curvature
are indeterminate.
Proof: We know that

2
aK = 22

gn KK + … (1)

and a hypersurface is said to be minimal if
M = 0 … (2)

and the lines of curvature are indeterminate if

ijΩ = ijg
n

M
… (3)

If a hypersurface Vn is totally geodesic then geodesics of Vn are also geodesics of Vn + 1.
i.e., Ka = 0 = kg

Now, from (1),  we have
Kn = 0

But normal curvature Kn is zero for an asymptotic direction. Hence a hypersurface Vn is totally
geodesic hypersurface iff the normal curvature Kn zero for all directions in Vn and hence

ijΩ = 0

M = ijΩ ijg = 0

i.e., equation (2) is satisfied.
Hence, the totally geodesic hypersurface is minimal hypersurface.
In this case equation (3) are satisfied hence the lines of curvature are indeterminate.
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12.12 CENTRAL QUADRATIC HYPERSURFACE

Let xi be the cartesian in Euclidean space Sn,  so that the components gij of the fundamental tensor are
constants. Let yi be the Riemmannian coordinates. If a fixed point O is taken as a pole and s the distance
of any point P then Riemannian coordinates yi of P with pole O are given by

yi = sξ i … (1)
ξi is unit tangent in the direction of OP.

Let ija  be the components in the x ′s of a symmetric tensor of the rank two and evaluated at the

pole O. Then the equation

j
ij

i yay = 1 … (2)

represents a central quadratic hypersurface
Substituting the value of equation (1) in equation (2), we get

i
ij

i sas ξξ = 1

i
ij

ia ξξ = 2

1

s
… (3)

The equation (3) showing that the two values of s are equal in magnitude but opposite in sign.
The positive value of s given by equation (3) is the length of the radius of the quadric (2) for the

direction iξ .

THEOREM 12.8 The sum of the inverse squares of the radii of the quadric for n mutually orthogonal

directions at O is an invariant equal to ij
ij ga .

Proof: If i
he | , (h = 1, 2, …n) are the contravariant components of the unit tangents at O to the curves

of an orthogonal ennuple in Sn. The radius Sh relative to the direction i
he |  is given by

j
h

i
hij eea || = 2

1

hs

or ( ) 2–

1
h

n

h

s∑
=

=
j

h
i
hij

h

h

eea ||
1

∑
=

=
j
h

i
h

n

h
ij eea ||

1
∑

=

( ) 2–

1
h

n

h

s∑
=

= ij
ij ga Proved.
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THEOREM 12.9 The equation of hyperplane of contact of the tangent hypercone with vertex at the

point ( )yQ .

Proof: Given (from equation 2, pg. 235)
ji

ij yya = 1

Differentiating it

ji
ij

ji
ij dyyaydya + = 0

or ij
ij

ji
ij dyyaydya + = 0

ji
ij ydya2 = 0

ji
ij ydya = 0

This shows that dy i is tangential to the quadric. Hence yj is normal to the quadric.
The tangent hyperplane at the point P ( y j)  is given by

j
ij

ii yayY )–( = 0

ji
ij yYa = ji

ij yya

ji
ij yYa = 1 since ji

ij yya  = 1 … (4)

This equation represents the equation of tangent hyperplane at P (  y i) .
If the tangent hyperplane P ( y j)  passes through the point Q (y–i). Then we have

j
ij

i yay = 1 … (5)

Thus all points of the hyperquadric, the tangent hyperplanes at which pass through Q lie on the
hyperplane (5) on which yi is the current point. This is the hyperplane of contact of the tangent

hypercone whose vertex is )( iyQ .

12.13 POLAR HYPERPLANE
The polar hyperplane of the point )~( iyR  with respect to quadric (2) is the locus of the vertices of the

hypercones which touch the hyperquadric along its intersections with hyperplanes through R. If )( iyQ
is the vertex of such tangent hypercone, then R lies on the hyperplane of contact of Q so that

j
ij

i yay ~ = 1

Consequently for all positions of the hyperplane through R, Q  lies on the hyperplane
j

ij
i yay ~ = 1 … (6)

This is required equations of the polar hyperplane of R and R is the pole of this hyperplane.
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12.14 EVOLUTE OF A HYPERSURFACE IN EUCLIDEAN SPACE

Consider a hypersurface Vn of Euclidean space Sn + 1 and let xi (i = 1, 2, … n) be coordinates of an
arbitrary point P of Vn whose components relative to Sn + 1 are

( )1,2,1 +=αα ny L
Let Nα be a unit normal vector at P relative to Sn + 1 so that tensor derivate Nα becomes covariant

derivative.

So, α
iN; = α

iN,  = αΩ k
jk

ij yg ,– … (1)

α
ijy; = α

ijy,  = αΩ Nij … (2)

and gij =
αα

+

=α
∑ ji

n
yy ,,

1

1
… (3)

Let )( αyP  be a point on the unit normal Nα such that distance of P from P is ρ in the direction

of Nα such that
αy = αα ρ+ Ny … (4)

Suppose P undergoes a displacement dx i in Vn then the corresponding displacement αyd  of P is

given by
αyd = ρ+ρ+ ααα dNdxNy i

ii )( ,, … (5)

The vector i
ii dxNy )( ,,
αα ρ+  is tangential to Vn  whereas Nαdρ  is a normal vector. Therefore if the

displacement of )( αyP  be along the normal to the hypersurface then we have

i
ii dxNy )0–( ,,
αα ρ = 0 … (6)

Using equation (1) in equation (6), we get

i
k

jk
i dxygy )–( ,,

αα ρ = 0

Multiplying it by α
iy,  and summing with respect to α , we get, using equation (3), as

i
lk

jk
ijil xdggg )–( Ωρ = 0

ij
lijil xdg )–( δΩρ = 0

i
ilil dxg )–( Ωρ = 0

i
ijij xdg )–( Ωρ = 0 … (7)

This shows that the directions dxi given by equation (7) are principal directions of the hypersurface
where the roots ρ of the equation |gij – ρΩ ij| = 0 are called principal radii of normal curvature. The

locus of )( αyP  satisfying the condition (4) is called evolute of the hypersurface Vn of Sn + 1 where ρ

is a root of (7). The evolute is also a hypersurface of Sn + 1.
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12.15 HYPERSPHERE

The locus of a point in Sn which moves in such way that it is always at a fixed distance R from a fixed

point )( αbC  is called a hypersphere of radius R and centre C. Therefore the equation of such a
hypersphere is given by

∑
1=α

αα
n

by 2)–( = R2 … (1)

THEOREM 12.10 The Riemannian curvatrure of a hypersphere of radius R is constant and equal to

2

1

R
.

Proof: Let the hypersurface be a Vn of  Sn + 1 and let its centre be taken as origin of Euclidean
coordinates in Sn + 1. Then the hypersphere is given by

∑
α

α 2)(y =  R2, (α  = 1, 2, …, n + 1) … (2)

For the point in Vn the y's are functions of the coordinates xi on the hypersphere.
Differentiating equation (2) with respect to xi, we get

∑
α

αα
iyy , = 0 … (3)

and again differentiating it with respect to x j, we get.

∑∑
α

αα

α

αα + ijij yyyy ,,, = 0 … (4)

By Gauss formula,
α
ijy, = αΩ Nij … (5)

Using (5), equation (4) becomes

∑
α

ααΩ+ Nyg ijij = 0 … (6)

From equation (3) it follows that α
iy,  is perpendicular to αy . But α

iy,  is tangential to Vm. Hence

αy  is normal to Vn.. The equation (2) implies that the components of the unit vector αN  are given by

αN = αα
α

=⇒ RNy
R
y

… (7)

Using (7), equation (6) becomes

ijij NNRg Ω+ αα

α
∑ = 0

or ∑
α

αΩ+ 2)(NRg ijij = 0

or ijij Rg Ω+ = 0 since 1)( 2 =αN
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2. To prove that for a space Vn with positive constant Riemannian curvature K these exists sets of n + 1 real

coordinate αy  satisfying the condition

∑
+

=α

α
1

1

)(
n

y = K
1

 where R2 = K
1

Proof: Using (9) in equation (1), we get

∑
α

α 2)(y = K
1

 Proved.

EXAMPLE 2

Show that the directions of two lines of curvature at a point of a hypersurface are conjugate.

Solution

The principal direction i
he |  are given by

j
h

i
hij ee ||Ω = 0 … (1)

The shows that principal directions at a point of a hypersurface are conjugate.
Thus we say that two congruences of lines of curvature are conjugate.

EXAMPLE 3

Show that the normal curvature of hyper surface Vn  in an asymptotic direction vanishes.

Solution

Let us consider a curve C in a Vn. If C is an asymptotic line then it satisfies the differential
equation

ji
ij dxdxΩ = 0

i.e.,
ds

dx
ds
dx ji

ijΩ = 0 … (1)

Now the normal curvature Kn of the hypersurface Vn in an asymptotic direction in a Vn is given
by

Kn =
ds

dx
ds
dx ji

ijΩ

i.e., Kn = 0 from (1)

EXAMPLE 4
To prove that if the polar hyperplane of the point R passes through a point P then that of P passes

through R.

Solution

Let )( iyP  and )( iyR  be two points. The polar hyperplane of )( iyR  is
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11. Prove that the necessary and sufficient condition that system of hypersurface with unit normal N be
isothermic is that

).–div( NNNN ∇ρ = 0.

12. Show that the normal curvature of a subspace in an asymptotic direction is zero.

13. If straight line through a point P in Sn meets a hyperquadric in A and B and the polar hyperplane of
P in Q prove that P, Q are harmonic conjugates to A, B.

14. What are evolutes of a hypersurface in an Euclidean space. Show that the varieties 1ρ  = constant in

evolute are parallel, having the curves of parameter 1ρ as orthogonal geodesics of Vn.
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