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Preface

Large language models originated from natural language processing, but they have undoubtedly
become one of the most revolutionary technological advancements in the field of artificial intelli-
gence in recent years. An important insight brought by large language models is that knowledge
of the world and languages can be acquired through large-scale language modeling tasks, and
in this way, we can create a universal model that handles diverse problems. This discovery has
profoundly impacted the research methodologies in natural language processing and many related
disciplines. We have shifted from training specialized systems from scratch using a large amount
of labeled data to a new paradigm of using large-scale pre-training to obtain foundation models,
which are then fine-tuned, aligned, and prompted.

This book aims to outline the basic concepts of large language models and introduce the
related techniques. As the title suggests, the book focuses more on the foundational aspects of
large language models rather than providing comprehensive coverage of all cutting-edge methods.
The book consists of four chapters:

* Chapter 1 introduces the basics of pre-training. This is the foundation of large language
models, and common pre-training methods and model architectures will be discussed here.

* Chapter 2 introduces generative models, which are the large language models we commonly
refer to today. After presenting the basic process of building these models, we will also
explore how to scale up model training and handle long texts.

» Chapter 3 introduces prompting methods for large language models. We will discuss var-
ious prompting strategies, along with more advanced methods such as chain-of-thought
reasoning and automatic prompt design.

* Chapter 4 introduces alignment methods for large language models. This chapter focuses
on instruction fine-tuning and alignment based on human feedback.

If readers have some background in machine learning and natural language processing, along
with a certain understanding of neural networks like Transformers, reading this book will be quite
easy. However, even without this prior knowledge, it is still perfectly fine, as we have made the
content of each chapter as self-contained as possible, ensuring that readers will not be burdened
with too much reading difficulty.

In writing this book, we have gradually realized that it is more like a compilation of "notes" we
have taken while learning about large language models. Through this note-taking writing style, we
hope to offer readers a flexible learning path. Whether they wish to dive deep into a specific area
or gain a comprehensive understanding of large language models, they will find the knowledge
and insights they need within these "notes".

We would like to thank the students in our laboratory and all our friends who have shared
with us their views on large language models and helped with corrections of errors in writing. In
particular, we wish to thank Weiqgiao Shan, Yongyu Mu, Chenglong Wang, Kaiyan Chang, Yuchun
Fan, Hang Zhou, Xinyu Liu, Huiwen Bao, Tong Zheng, Junhao Ruan, and Qing Yang.
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Notation

a variable
a row vector or matrix
f(a) function of a
max f(a) maximum value of f(a)

arg max, f(a)

value of a that maximizes f(a)

x input token sequence to a model
x; input token at position j

y output token sequence produced by a model
y; output token at position ¢

6 model parameters

probability of a
conditional probability of a given b
probability distribution of a variable given b

probability of a as parameterized by 6

h; hidden state at time step ¢ in sequential models
H matrix of all hidden states over time in a sequence
Q. K,V query, key, and value matrices in attention mechanisms
Softmax(A) Softmax function that normalizes the input vector or matrix A
L loss function
dataset used for training or fine-tuning a model

%—g gradient of the loss function £ with respect to the parameters ¢

KL(p || ¢) KL divergence between distributions p and ¢
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CHAPTER 1

Pre-training

The development of neural sequence models, such as Transformers [Vaswani et al., 2017], along
with the improvements in large-scale self-supervised learning, has opened the door to universal
language understanding and generation. This achievement is largely motivated by pre-training:
we separate common components from many neural network-based systems, and then train them
on huge amounts of unlabeled data using self-supervision. These pre-trained models serve as
foundation models that can be easily adapted to different tasks via fine-tuning or prompting. As a
result, the paradigm of NLP has been enormously changed. In many cases, large-scale supervised
learning for specific tasks is no longer required, and instead, we only need to adapt pre-trained
foundation models.

While pre-training has gained popularity in recent NLP research, this concept dates back
decades to the early days of deep learning. For example, early attempts to pre-train deep learning
systems include unsupervised learning for RNNs, deep feedforward networks, autoencoders, and
others [Schmidhuber, 2015]. In the modern era of deep learning, we experienced a resurgence of
pre-training, caused in part by the large-scale unsupervised learning of various word embedding
models [Mikolov et al., 2013b; Pennington et al., 2014]. During the same period, pre-training also
attracted significant interest in computer vision, where the backbone models were trained on rel-
atively large labeled datasets such as ImageNet, and then applied to different downstream tasks
[He et al., 2019; Zoph et al., 2020]. Large-scale research on pre-training in NLP began with the
development of language models using self-supervised learning. This family of models covers
several well-known examples like BERT [Devlin et al., 2019] and GPT [Brown et al., 2020], all
with a similar idea that general language understanding and generation can be achieved by train-
ing the models to predict masked words in a huge amount of text. Despite the simple nature of
this approach, the resulting models show remarkable capability in modeling linguistic structure,
though they are not explicitly trained to achieve this. The generality of the pre-training tasks
leads to systems that exhibit strong performance in a large variety of NLP problems, even outper-
forming previously well-developed supervised systems. More recently, pre-trained large language
models have achieved a greater success, showing the exciting prospects for more general artificial
intelligence [Bubeck et al., 2023].

This chapter discusses the concept of pre-training in the context of NLP. It begins with a gen-
eral introduction to pre-training methods and their applications. BERT is then used as an example
to illustrate how a sequence model is trained via a self-supervised task, called masked language
modeling. This is followed by a discussion of methods for adapting pre-trained sequence mod-
els for various NLP tasks. Note that in this chapter, we will focus primarily on the pre-training
paradigm in NLP, and therefore, we do not intend to cover details about generative large language
models. A detailed discussion of these models will be left to subsequent chapters.

1.1 Pre-training NLP Models

The discussion of pre-training issues in NLP typically involves two types of problems: sequence
modeling (or sequence encoding) and sequence generation. While these problems have different



2 Pre-training

forms, for simplicity, we describe them using a single model defined as follows:

o = g(xo,x1,...,Tm;0)

= 90(20,T1, ., Trn) (1.1)

where {xq, 1, ..., 2, } denotes a sequence of input tokens', o denotes a special symbol ({s) or
[CLS)) attached to the beginning of a sequence, g(+;6) (also written as gy(-)) denotes a neural
network with parameters ), and o denotes the output of the neural network. Different problems
can vary based on the form of the output o. For example, in token prediction problems (as in
language modeling), o is a distribution over a vocabulary; in sequence encoding problems, o is a
representation of the input sequence, often expressed as a real-valued vector sequence.

There are two fundamental issues here.

* Optimizing # on a pre-training task. Unlike standard learning problems in NLP, pre-training
does not assume specific downstream tasks to which the model will be applied. Instead, the
goal is to train a model that can generalize across various tasks.

* Applying the pre-trained model g;(-) to downstream tasks. To adapt the model to these
tasks, we need to adjust the parameters 0 slightly using labeled data or prompt the model
with task descriptions.

In this section, we discuss the basic ideas in addressing these issues.

1.1.1 Unsupervised, Supervised and Self-supervised Pre-training

In deep learning, pre-training refers to the process of optimizing a neural network before it is
further trained/tuned and applied to the tasks of interest. This approach is based on an assumption
that a model pre-trained on one task can be adapted to perform another task. As a result, we do
not need to train a deep, complex neural network from scratch on tasks with limited labeled data.
Instead, we can make use of tasks where supervision signals are easier to obtain. This reduces the
reliance on task-specific labeled data, enabling the development of more general models that are
not confined to particular problems.

During the resurgence of neural networks through deep learning, many early attempts to
achieve pre-training were focused on unsupervised learning. In these methods, the parame-
ters of a neural network are optimized using a criterion that is not directly related to specific tasks.
For example, we can minimize the reconstruction cross-entropy of the input vector for each layer
[Bengio et al., 2006]. Unsupervised pre-training is commonly employed as a preliminary step
before supervised learning, offering several advantages, such as aiding in the discovery of better
local minima and adding a regularization effect to the training process [Erhan et al., 2010]. These
benefits make the subsequent supervised learning phase easier and more stable.

A second approach to pre-training is to pre-train a neural network on supervised learning
tasks. For example, consider a sequence model designed to encode input sequences into some

"Here we assume that tokens are basic units of text that are separated through tokenization. Sometimes, we will use
the terms token and word interchangeably, though they have closely related but slightly different meanings in NLP.



1.1 Pre-training NLP Models 3

representations. In pre-training, this model is combined with a classification layer to form a clas-
sification system. This system is then trained on a pre-training task, such as classifying sentences
based on sentiment (e.g., determining if a sentence conveys a positive or negative sentiment).
Then, we adapt the sequence model to a downstream task. We build a new classification system
based on this pre-trained sequence model and a new classification layer (e.g., determining if a
sequence is subjective or objective). Typically, we need to fine-tune the parameters of the new
model using task-specific labeled data, ensuring the model is optimally adjusted to perform well
on this new type of data. The fine-tuned model is then employed to classify new sequences for
this task. An advantage of supervised pre-training is that the training process, either in the pre-
training or fine-tuning phase, is straightforward, as it follows the well-studied general paradigm
of supervised learning in machine learning. However, as the complexity of the neural network
increases, the demand for more labeled data also grows. This, in turn, makes the pre-training task
more difficult, especially when large-scale labeled data is not available.

A third approach to pre-training is self-supervised learning. In this approach, a neural net-
work is trained using the supervision signals generated by itself, rather than those provided by
humans. This is generally done by constructing its own training tasks directly from unlabeled
data, such as having the system create pseudo labels. While self-supervised learning has recently
emerged as a very popular method in NLP, it is not a new concept. In machine learning, a related
concept is self-training where a model is iteratively improved by learning from the pseudo labels
assigned to a dataset. To do this, we need some seed data to build an initial model. This model
then generates pseudo labels for unlabeled data, and these pseudo labels are subsequently used to
iteratively refine and bootstrap the model itself. Such a method has been successfully used in sev-
eral NLP areas, such as word sense disambiguation [Yarowsky, 1995] and document classification
[Blum and Mitchell, 1998]. Unlike the standard self-training method, self-supervised pre-training
in NLP does not rely on an initial model for annotating the data. Instead, all the supervision sig-
nals are created from the text, and the entire model is trained from scratch. A well-known example
of this is training sequence models by successively predicting a masked word given its preceding
or surrounding words in a text. This enables large-scale self-supervised learning for deep neural
networks, leading to the success of pre-training in many understanding, writing, and reasoning
tasks.

Figure 1.1 shows a comparison of the above three pre-training approaches. Self-supervised
pre-training is so successful that most current state-of-the-art NLP models are based on this
paradigm. Therefore, in this chapter and throughout this book, we will focus on self-supervised
pre-training. We will show how sequence models are pre-trained via self-supervision and how the
pre-trained models are applied.

1.1.2 Adapting Pre-trained Models

As mentioned above, two major types of models are widely used in NLP pre-training.

* Sequence Encoding Models. Given a sequence of words or tokens, a sequence encoding
model represents this sequence as either a real-valued vector or a sequence of vectors, and
obtains a representation of the sequence. This representation is typically used as input to
another model, such as a sentence classification system.
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Fig. 1.1: Illustration of unsupervised, supervised, and self-supervised pre-training. In unsupervised pre-training, the
pre-training is performed on large-scale unlabeled data. It can be viewed as a preliminary step to have a good starting
point for the subsequent optimization process, though considerable effort is still required to further train the model
with labeled data after pre-training. In supervised pre-training, the underlying assumption is that different (supervised)
learning tasks are related. So we can first train the model on one task, and transfer the resulting model to another task
with some training or tuning effort. In self-supervised pre-training, a model is pre-trained on large-scale unlabeled data
via self-supervision. The model can be well trained in this way, and we can efficiently adapt it to new tasks through
fine-tuning or prompting.

* Sequence Generation Models. In NLP, sequence generation generally refers to the prob-
lem of generating a sequence of tokens based on a given context. The term context has
different meanings across applications. For example, it refers to the preceding tokens in
language modeling, and refers to the source-language sequence in machine translation?.

We need different techniques for applying these models to downstream tasks after pre-training.
Here we are interested in the following two methods.

1.1.2.1 Fine-tuning of Pre-trained Models

For sequence encoding pre-training, a common method of adapting pre-trained models is fine-
tuning. Let Encodey(-) denote an encoder with parameters 6, for example, Encodey(-) can be a
standard Transformer encoder. Provided we have pre-trained this model in some way and obtained
the optimal parameters 0, we can employ it to model any sequence and generate the corresponding
representation, like this

H = Encodey(x) (1.2)

where x is the input sequence {z,z1,...,Zn}, and H is the output representation which is a
sequence of real-valued vectors {hg, hy, ..., h,, }. Because the encoder does not work as a stan-

dalone NLP system, it is often integrated as a component into a bigger system. Consider, for
example, a text classification problem in which we identify the polarity (i.e., positive, negative,

“More precisely, in auto-regressive decoding of machine translation, each target-language token is generated based
on both its preceding tokens and source-language sequence.
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and neutral) of a given text. We can build a text classification system by stacking a classifier
on top of the encoder. Let Classify ,(-) be a neural network with parameters w. Then, the text
classification model can be expressed in the form

Pr o(Ix) = Classify,(H)
= Classify, (Encodey(x)) (1.3)

Here Pr_ 5(-|x) is a probability distribution over the label set {positive, negative, neutral}, and
the label with the highest probability in this distribution is selected as output. To keep the notation
uncluttered, we will use F ;(+) to denote Classify,, (Encodey(-)).

Because the model parameters w and 0 are not optimized for the classification task, we cannot
directly use this model. Instead, we must use a modified version of the model that is adapted to
the task. A typical way is to fine-tune the model by giving explicit labeling in downstream tasks.
We can train Fw,é(') on a labeled dataset, treating it as a common supervised learning task. The
outcome of the fine-tuning is the parameters & and 0 that are further optimized. Alternatively,
we can freeze the encoder parameters 0 to maintain their pre-trained state, and focus solely on
optimizing w. This allows the classifier to be efficiently adapted to work in tandem with the
pre-trained encoder.

Once we have obtained a fine-tuned model, we can use it to classify a new text. For example,
suppose we have a comment posted on a travel website:

I love the food here. It’s amazing!

We first tokenize this text into tokens>, and then feed the token sequence Xpey into the fine-tuned
model F; (). The model generates a distribution over classes by

F@ﬁ(xnew) = [Pr(positive\xnew) Pr(negative|Xpew) Pr(neutral[xnew)} (1.4)

And we select the label of the entry with the maximum value as output. In this example it is
positive.

In general, the amount of labeled data used in fine-tuning is small compared to that of the
pre-training data, and so fine-tuning is less computationally expensive. This makes the adaption
of pre-trained models very efficient in practice: given a pre-trained model and a downstream task,
we just need to collect some labeled data, and slightly adjust the model parameters on this data. A
more detailed discussion of fine-tuning can be found in Section 1.4.

1.1.2.2 Prompting of Pre-trained Models

Unlike sequence encoding models, sequence generation models are often employed independently
to address language generation problems, such as question answering and machine translation,
without the need for additional modules. It is therefore straightforward to fine-tune these models

3The text can be tokenized in many different ways. One of the simplest is to segment the text into English words
and punctuations {I, love, the, food, here, ., It, ’s, amazing, ! }
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as complete systems on downstream tasks. For example, we can fine-tune a pre-trained encoder-
decoder multilingual model on some bilingual data to improve its performance on a specific trans-
lation task.

Among various sequence generation models, a notable example is the large language models
trained on very large amounts of data. These language models are trained to simply predict the next
token given its preceding tokens. Although token prediction is such a simple task that it has long
been restricted to “language modeling” only, it has been found to enable the learning of the general
knowledge of languages by repeating the task a large number of times. The result is that the
pre-trained large language models exhibit remarkably good abilities in token prediction, making
it possible to transform numerous NLP problems into simple text generation problems through
prompting the large language models. For example, we can frame the above text classification
problem as a text generation task

I love the food here. It’s amazing! I'm

Here __ indicates the word or phrase we want to predict (call it the completion). If the predicted
word is happy, or glad, or satisfied or a related positive word, we can classify the text as positive.
This example shows a simple prompting method in which we concatenate the input text with I’'m
to form a prompt. Then, the completion helps decide which label is assigned to the original text.

Given the strong performance of language understanding and generation of large language
models, a prompt can instruct the models to perform more complex tasks. Here is a prompt where
we prompt the LLLM to perform polarity classification with an instruction.

Assume that the polarity of a text is a label chosen from {positive, negative,
neutral }. Identify the polarity of the input.

Input: I love the food here. It’s amazing!

Polarity:

The first two sentences are a description of the task. Input and Polarity are indicators of the input
and output, respectively. We expect the model to complete the text and at the same time give the
correct polarity label. By using instruction-based prompts, we can adapt large language models to
solve NLP problems without the need for additional training.

This example also demonstrates the zero-shot learning capability of large language models,
which can perform tasks that were not observed during the training phase. Another method for
enabling new capabilities in a neural network is few-shot learning. This is typically achieved
through in-context learning (ICT). More specifically, we add some samples that demonstrate how
an input corresponds to an output. These samples, known as demonstrations, are used to teach
large language models how to perform the task. Below is an example involving demonstrations
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Assume that the polarity of a text is a label chosen from {positive, negative,
neutral }. Identify the polarity of the input.

Input: The traffic is terrible during rush hours, making it difficult to reach the
airport on time.

Polarity: Negative

Input: The weather here is wonderful.
Polarity: Positive

Input: I love the food here. It’s amazing!

Polarity:

Prompting and in-context learning play important roles in the recent rise of large language
models. We will discuss these issues more deeply in Chapter 3. However, it is worth noting
that while prompting is a powerful way to adapt large language models, some tuning efforts are
still needed to ensure the models can follow instructions accurately. Additionally, the fine-tuning
process is crucial for aligning the values of these models with human values. More detailed
discussions of fine-tuning can be found in Chapter 4.

1.2 Self-supervised Pre-training Tasks

In this section, we consider self-supervised pre-training approaches for different neural architec-
tures, including decoder-only, encoder-only, and encoder-decoder architectures. We restrict our
discussion to Transformers since they form the basis of most pre-trained models in NLP. How-
ever, pre-training is a broad concept, and so we just give a brief introduction to basic approaches
in order to make this section concise.

1.2.1 Decoder-only Pre-training

The decoder-only architecture has been widely used in developing language models [Radford et al.,
2018]. For example, we can use a Transformer decoder as a language model by simply removing
cross-attention sub-layers from it. Such a model predicts the distribution of tokens at a position
given its preceding tokens, and the output is the token with the maximum probability. The stan-
dard way to train this model, as in the language modeling problem, is to minimize a loss function
over a collection of token sequences. Let Decodery(-) denote a decoder with parameters 6. At
each position ¢, the decoder generates a distribution of the next tokens based on its preceding
tokens {zo, ..., x; }, denoted by Pry(-|zo, ..., ;) (or pf 41 for short). Suppose we have the gold-
standard distribution at the same position, denoted by p?ilf. For language modeling, we can think
of plgff as a one-hot representation of the correct predicted word. We then define a loss function
L(p! 15 plgff) to measure the difference between the model prediction and the true prediction. In

NLP, the log-scale cross-entropy loss is typically used.

Given a sequence of m tokens {x, ..., s, }, the loss on this sequence is the sum of the loss
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over the positions {0, ...,m — 1}, given by

m—1
1d
Lossg(z0y ..., Tm) = E(pr, p‘zgil )
i=0
m—1
= LogCrossEntropy (p?, 1, p';gilfl) (1.5)
i=0

where LogCrossEntropy (-) is the log-scale cross-entropy, and plgilld is the one-hot representation

of Lj41-

This loss function can be extended to a set of sequences D. In this case, the objective of
pre-training is to find the best parameters that minimize the loss on D

A

f = argmin Z Lossg(x) (1.6)
xeD

Note that this objective is mathematically equivalent to maximum likelihood estimation, and can
be re-expressed as

0 = argmax Z log Pry(x)
xeD
i—1

= argmax Z ZlogPrg(xiH]xo, ey X7) (1.7
xeD i=0

With these optimized parameters 0, we can use the pre-trained language model Decoder(-)
to compute the probability Prj(z;1 1]z, ..., z;) at each position of a given sequence.

1.2.2 Encoder-only Pre-training

As defined in Section 1.1.2.1, an encoder Encodery(-) is a function that reads a sequence of
tokens X = x...z,, and produces a sequence of vectors H = hy...h,,*. Training this model is
not straightforward, as we do not have gold-standard data for measuring how good the output of
the real-valued function is. A typical approach to encoder pre-training is to combine the encoder
with some output layers to receive supervision signals that are easier to obtain. Figure 1.2 shows
a common architecture for pre-training Transformer encoders, where we add a Softmax layer on
top of the Transformer encoder. Clearly, this architecture is the same as that of the decoder-based
language model, and the output is a sequence of probability distributions
P
: = Softmaxw (Encodery(x)) (1.9)

“If we view h; as a row vector, H can be written as

ho
H = : (1.8)
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Self-supervision
E.g., evaluate how well the

model reconstructs the masked token Output for Downstream Tasks
| Softmax | | Prediction Network |
| I N I | N O I |
Encoder Pre-trained Encoder
1T 17 17 1 1T 17 17T 1
(S7)) €1 €9 (S5 €4 (S7)) (S3] €9 €3 (Y}
[ A R | R
i) I T2 T3 T4 i) I T2 I3 T4
(masked)
(a) Pre-training (b) Applying the Pre-trained Encoder

Fig. 1.2: Pre-training a Transformer encoder (left) and then applying the pre-trained encoder (right). In the pre-training
phase, the encoder, together with a Softmax layer, is trained via self-supervision. In the application phase, the Softmax
layer is removed, and the pre-trained encoder is combined with a prediction network to address specific problems. In
general, for better adaptation to these tasks, the system is fine-tuned using labeled data.

Here plw’e is the output distribution Pr(-|x) at position i. We use Softmaxw (-) to denote that
the Softmax layer is parameterized by W, that is, Softmaxw(H) = Softmax(H - W). For
notation simplicity, we will sometimes drop the superscripts W and 6 affixed to each probability
distribution.

The difference between this model and standard language models is that the output p; has
different meanings in encoder pre-training and language modeling. In language modeling, p; is
the probability distribution of predicting the next word. This follows an auto-regressive decoding
process: a language model only observes the words up to position ¢ and predicts the next. By
contrast, in encoder pre-training, the entire sequence can be observed at once, and so it makes no
sense to predict any of the tokens in this sequence.

1.2.2.1 Masked Language Modeling

One of the most popular methods of encoder pre-training is masked language modeling, which
forms the basis of the well-known BERT model [Devlin et al., 2019]. The idea of masked lan-
guage modeling is to create prediction challenges by masking out some of the tokens in the input
sequence and training a model to predict the masked tokens. In this sense, the conventional lan-
guage modeling problem, which is sometimes called causal language modeling, is a special case
of masked language modeling: at each position, we mask the tokens in the right-context, and pre-
dict the token at this position using its left context. However, in causal language modeling we
only make use of the left-context in word prediction, while the prediction may depend on tokens
in the right-context. By contrast, in masked language modeling, all the unmasked tokens are used
for word prediction, leading to a bidirectional model that makes predictions based on both left and
right-contexts.
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More formally, for an input sequence x = zg...T,, suppose that we mask the tokens at po-
sitions A(x) = {i1,...,4%,}. Hence we obtain a masked token sequence X where the token at
each position in A(x) is replaced with a special symbol [MASK]. For example, for the following
sequence

The early bird catches the worm

we may have a masked token sequence like this
The [MASK] bird catches the [MASK]

where we mask the tokens early and worm (i.e., 11 = 2 and i5 = 6).

Now we have two sequences x and X. The model is then optimized so that we can correctly
predict x based on X. This can be thought of as an autoencoding-like process, and the train-
ing objective is to maximize the reconstruction probability Pr(x|x). Note that there is a simple
position-wise alignment between x and X. Because an unmasked token in X is the same as the to-
ken in x at the same position, there is no need to consider the prediction for this unmasked token.
This leads to a simplified training objective which only maximizes the probabilities for masked
tokens. We can express this objective in a maximum likelihood estimation fashion

(W,0) = argmax Z Z logPrZW’G(xi]i) (1.10)
W.0 x€D ic A(x)

or alternatively express it using the cross-entropy loss

(W,0) = argminz Z LogCrossEntropy(pzw’e,ngOId) (1.11)
W.0 x€D ic A(x)

where Prw’e(xk\i) is the probability of the true token x;, at position k given the corrupted input
x, and p, Y is the probability distribution at position %k given the corrupted input x. To illustrate,
consider the above example where two tokens of the sequence “the early bird catches the worm”
are masked. For this example, the objective is to maximize the sum of log-scale probabilities

Loss = logPr(xze = early|x = [CLS] The [MASK] bird catches the [MASK]) +

— —
To T6
log Pr(z¢ = worm|x = [CLS] The [MASK] bird catches the [MASK]) (1.12)
— —
To T6

Once we obtain the optimized parameters W and 0, we can drop W. Then, we can further
fine-tune the pre-trained encoder Encoder(-) or directly apply it to downstream tasks.

1.2.2.2 Permuted Language Modeling

While masked language modeling is simple and widely applied, it introduces new issues. One
drawback is the use of a special token, [MASK], which is employed only during training but not
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at test time. This leads to a discrepancy between training and inference. Moreover, the auto-
encoding process overlooks the dependencies between masked tokens. For example, in the above
example, the prediction of x5 (i.e., the first masked token) is made independently of x4 (i.e., the
second masked token), though xg should be considered in the context of xs.

These issues can be addressed using the permuted language modeling approach to pre-
training [Yang et al., 2019]. Similar to causal language modeling, permuted language modeling
involves making sequential predictions of tokens. However, unlike causal modeling where predic-
tions follow the natural sequence of the text (like left-to-right or right-to-left), permuted language
modeling allows for predictions in any order. The approach is straightforward: we determine an
order for token predictions and then train the model in a standard language modeling manner, as
described in Section 1.2.1. Note that in this approach, the actual order of tokens in the text remains
unchanged, and only the order in which we predict these tokens differs from standard language
modeling. For example, consider a sequence of 5 tokens xgxizox3xy. Let e; represent the em-
bedding of x; (i.e., combination of the token embedding and positional embedding). In standard
language modeling, we would generate this sequence in the order of xy — 1 — 2 — 3 — 24.
The probability of the sequence can be modeled via a generation process.

Pr(x) = Pr(xo) - Pr(zi|xo) - Pr(zs|xo, z1) - Pr(zs|zo, 21, 22) -
PI’(.T4|-T0, L1, T2, .CC3)
= Pr(aco) . PI‘(CC1|60) . Pr(:c2|e0, e1) . Pr(ac3|e0, e, eg) .
(

Pr(z4leo, e1,e2,€3) (1.13)

Now, let us consider a different order for token prediction: 9 — x4 — x2 — x1 — x3. The
sequence generation process can then be expressed as follows:

Pr(x) = Pr(xg) - Pr(xz4leg) - Pr(zz]ep, eq) - Pr(z1|ep, eq, €2) -

Pr(z3leo, e4,€2,€1) (1.14)

This new prediction order allows for the generation of some tokens to be conditioned on a
broader context, rather than being limited to just the preceding tokens as in standard language
models. For example, in generating x3, the model considers both its left-context (i.e., eg, €1, €2)
and right-context (i.e., e4). The embeddings eg, e1, ez, e4 incorporate the positional information
of xg, 1, x2, x4, preserving the original order of the tokens. As a result, this approach is somewhat
akin to masked language modeling: we mask out x3 and use its surrounding tokens zg, 1, 2, T4
to predict this token.

The implementation of permuted language models is relatively easy for Transformers. Be-
cause the self-attention model is insensitive to the order of inputs, we do not need to explicitly
reorder the sequence to have a factorization like Eq. (1.14). Instead, permutation can be done
by setting appropriate masks for self-attention. For example, consider the case of computing
Pr(x1|eg, e4,€2). We can place xg, x1, x2, 3, 4 in order and block the attention from z3 to x;
in self-attention, as illustrated below
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ANE~ N

Zo Z1 x2 €3 X4

Masks for Self-attention: . .
Blue box = valid attention

Gray box = blocked attention

For a more illustrative example, we compare the self-attention masking results of causal language
modeling, masked language modeling and permuted language modeling in Figure 1.3.

1.2.2.3 Pre-training Encoders as Classifiers

Another commonly-used idea to train an encoder is to consider classification tasks. In self-
supervised learning, this is typically done by creating new classification challenges from the unla-
beled text. There are many different ways to design the classification tasks. Here we present two
popular tasks.

A simple method, called next sentence prediction (NSP), is presented in BERT’s original
paper [Devlin et al., 2019]. The assumption of NSP is that a good text encoder should capture
the relationship between two sentences. To model such a relationship, in NSP we can use the
output of encoding two consecutive sentences Sent 4 and Sentp to determine whether Sentp is
the next sentence following Sent 4. For example, suppose Sent4 = ’It is raining .’ and Sentp =
"I need an umbrella .’. The input sequence of the encoder could be

[CLS] It is raining . [SEP] I need an umbrella . [SEP]

where [CLS] is the start symbol (i.e., x) which is commonly used in encoder pre-training, and
[SEP] is a separator that separates the two sentences. The processing of this sequence follows a
standard procedure of Transformer encoding: we first represent each token x; as its corresponding
embedding e;, and then feed the embedding sequence {ey, ..., e,, } into the encoder to obtain the
output sequence {hy, ..., h,, }. Since hy is generally considered as the representation of the entire
sequence, we add a Softmax layer on top of it to construct a binary classification system. This
process is illustrated as follows

token: [CLS] It is raining . [SEP] I need an umbrella . [SEP]
embedding: e; e} e3 e3 e e; €z e7 eg €9 el el
Lol e | I

‘ Encoder ‘

e 2 S O N S N A
encoding: h() h1 h2 h3 h4 h5 h6 h7 hg hg h10 h11

!

Softmax

!

Is Next or Not?
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o X1 T2 X3 T4

= —  Pr(ao) =

=l i —>  Pr(xile)

= B N —>  Pr(zzlep, e1)
=l 0 R —>  Pr(zsleg, e1,e2)
«HHHEHEN —>  Pr(zylep, e1, ez,e3)

(a) Causal Language Modeling (order: xg — 1 — 2 — T3 — X4)

masked masked

Zo x2 3 T4

o — 1

ol HEEE = PrEleoenerene)
I HBHRE — 1

oA HEEBE — Pl ener emen)
«I I HBHE — 1

(b) Masked Language Modeling (order: xo, [MASK], zo, [MASK], x4 — x1,x3)

o T1 T2 X3 T4

= [l —>  Pr(w) =

8 N B ] —>  Pr(zilep, e4,€)
= | L] ] —>  Pr(zaep, e4)

< B N N B —>  Pr(zslep, e4,e2,€1)
= Il H —  Prlule)

(c) Permuted Language Modeling (order: xg — x4 — T2 — 1 — Z3)

Fig. 1.3: Comparison of self-attention masking results of causal language modeling, masked language modeling and
permuted language modeling. The gray cell denotes the token at position j does not attend to the token at position .
The blue cell (¢, j) denotes that the token at position j attends to the token at position 7. emask represents the embedding
of the symbol [MASK], which is a combination of the token embedding and the positional embedding.

In order to generate training samples, we need two sentences each time, one for Sent4 and
the other for Sentp. A simple way to do this is to utilize the natural sequence of two consecu-
tive sentences in the text. For example, we obtain a positive sample by using actual consecutive
sentences, and a negative sample by using randomly sampled sentences. Consequently, training
this model is the same as training a classifier. Typically, NSP is used as an additional training loss
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function for pre-training based on masked language modeling.

A second example of training Transformer encoders as classifiers is to apply classification-
based supervision signals to each output of an encoder. For example, Clark et al. [2019] in their
ELECTRA model, propose training a Transformer encoder to identify whether each input token
is identical to the original input or has been altered in some manner. The first step of this method
is to generate a new sequence from a given sequence of tokens, where some of the tokens are
altered. To do this, a small masked language model (call it the generator) is applied: we randomly
mask some of the tokens, and train this model to predict the masked tokens. For each training
sample, this masked language model outputs a token at each masked position, which might be
different from the original token. At the same time, we train another Transformer encoder (call it
the discriminator) to determine whether each predicted token is the same as the original token or
altered. More specifically, we use the generator to generate a sequence where some of the tokens
are replaced. Below is an illustration.

original: [CLS] The boy spent hours  working on toys

1 Lol i i i i 1 i
masked: [CLS] The boy spent [MASK] working on [MASK]
| I | 1 | | { 1
‘ Generator (small masked language model) ‘
\ Lol 3 \ 3 1 1 i

replaced: [CLS] The boy spent decades working on toys

Then, we use the discriminator to label each of these tokens as orginal or replaced, as follows

replaced: [CLS] The  boy spent decades working on toys
\ \ \ \ \ \ \ \ \

‘ Discriminator (the model we want) ‘

1 1 1 \ 1 1 i 1 i

label: original original original original replaced original original original original

For training, the generator is optimized as a masked language model with maximum likelihood
estimation, and the discriminator is optimized as a classifier using a classification-based loss. In
ELECTRA, the maximum likelihood-based loss and the classification-based loss are combined for
jointly training both the generator and discriminator. An alternative approach is to use generative
adversarial networks (GANS), that is, the generator is trained to fool the discriminator, and the dis-
criminator is trained to distinguish the output of the generator from the true distribution. However,
GAN-style training complicates the training task and is more difficult to scale up. Nevertheless,
once training is complete, the generator is discarded, and the encoding part of the discriminator is
applied as the pre-trained model for downstream tasks.
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1.2.3 Encoder-Decoder Pre-training

In NLP, encoder-decoder architectures are often used to model sequence-to-sequence problems,
such as machine translation and question answering. In addition to these typical sequence-to-
sequence problems in NLP, encoder-decoder models can be extended to deal with many other
problems. A simple idea is to consider text as both the input and output of a problem, and so
we can directly apply encoder-decoder models. For example, given a text, we can ask a model to
output a text describing the sentiment of the input text, such as positive, negative, and neutral.

Such an idea allows us to develop a single text-to-text system to address any NLP problem.
We can formulate different problems into the same text-to-text format. We first train an encoder-
decoder model to gain general-purpose knowledge of language via self-supervision. This model
is then fine-tuned for specific downstream tasks using targeted text-to-text data.

1.2.3.1 Masked Encoder-Decoder Pre-training

In Raffel et al. [2020]’s TS model, many different tasks are framed as the same text-to-text task.
Each sample in T5 follows the format

Source Text — Target Text

Here — separates the source text, which consists of a task description or instruction and the input
given to the system, from the target text, which is the response to the input task. As an example,
consider a task of translating from Chinese to English. A training sample can be expressed as

[CLS] Translate from Chinese to English: /f%f! — (s) Hello!

where [CLS] and (s) are the start symbols on the source and target sides, respectively”.

Likewise, we can express other tasks in the same way. For example

[CLS] Answer: when was Albert Einstein born?
— (s) He was born on March 14, 1879.

[CLS] Simplify: the professor, who has has published numerous papers in his field,
will be giving a lecture on the topic next week.

— (s) The experienced professor will give a lecture next week.

[CLS] Score the translation from English to Chinese. English: when in Rome, do as

the Romans do. Chinese: A\ 7£ F 5 i 1% &5 N —F M= -
— (s)0.81

where instructions are highlighted in gray. An interesting case is that in the last example we

SWe could use the same start symbol for different sequences. Here we use different symbols to distinguish the
sequences on the encoder and decoder-sides.
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reframe the scoring problem as the text generation problem. Our goal is to generate a text repre-
senting the number 0.81, rather than outputting it as a numerical value.

The approach described above provides a new framework of universal language understanding
and generation. Both the task instructions and the problem inputs are provided to the system
in text form. The system then follows the instructions to complete the task. This method puts
different problems together, with the benefit of training a single model that can perform many
tasks simultaneously.

In general, fine-tuning is necessary for adapting the pre-trained model to a specific downstream
task. In this process, one can use different ways to instruct the model for the task, such as using a
short name of the task as the prefix to the actual input sequence or providing a detailed description
of the task. Since the task instructions are expressed in text form and involved as part of the input,
the general knowledge of instruction can be gained through learning the language understanding
models in the pre-training phase. This may help enable zero-shot learning. For example, pre-
trained models can generalize to address new problems where the task instructions have never
been encountered.

There have been several powerful methods of self-supervised learning for either Transformer
encoders or decoders. Applying these methods to pre-train encoder-decoder models is relatively
straightforward. One common choice is to train encoder-decoder models as language models. For
example, the encoder receives a sequence prefix, while the decoder generates the remaining se-
quence. However, this differs from standard causal language modeling, where the entire sequence
is autoregressively generated from the first token. In our case, the encoder processes the prefix at
once, and then the decoder predicts subsequent tokens in the manner of causal language modeling.
Put more precisely, this is a prefix language modeling problem: a language model predicts the
subsequent sequence given a prefix, which serves as the context for prediction.

Consider the following example

[CLS] The puppies are frolicking — (s) outside the house .

Prefix Subsequent Sequence

We can directly train an encoder-decoder model using examples like this. Then, the encoder learns
to understand the prefix, and the decoder learns to continue writing based on this understanding.
For large-scale pre-training, it is easy to create a large number of training examples from unlabeled
text.

It is worth noting that for pre-trained encoder-decoder models to be effective in multi-lingual
and cross-lingual tasks, such as machine translation, they should be trained with multi-lingual
data. This typically requires that the vocabulary includes tokens from all the languages. By
doing so, the models can learn shared representations across different languages, thereby enabling
capabilities in both language understanding and generation in a multi-lingual and cross-lingual
context.

A second approach to pre-training encoder-decoder models is masked language modeling. In
this approach, as discussed in Section 1.2.2, tokens in a sequence are randomly replaced with a
mask symbol, and the model is then trained to predict these masked tokens based on the entire
masked sequence.

As an illustration, consider the task of masking and reconstructing the sentence
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The puppies are frolicking outside the house .

By masking two tokens (say, frolicking and the), we have the BERT-style input and output of the
model, as follows

[CLS] The puppies are [MASK] outside [MASK] house .
— (s) _ __ __ frolicking __ the

Here __ denotes the masked position at which we do not make token predictions. By varying the
percentage of the tokens in the text, this approach can be generalized towards either BERT-style
training or language modeling-style training [Song et al., 2019]. For example, if we mask out all
the tokens, then the model is trained to generate the entire sequence

[CLS] [MASK] [MASK] [MASK]| [MASK] [MASK] [MASK] [MASK] [MASK]
— (s) The puppies are frolicking outside the house .

In this case, we train the decoder as a language model.

Note that, in the context of the encoder-decoder architecture, we can use the encoder to read
the masked sequence, and use the decoder to predict the original sequence. With this objective,
we essentially have a denoising autoencoder: the encoder transforms a corrupted input into some
hidden representation, and the decoder reconstructs the uncorrupted input from this hidden repre-
sentation. Here is an example of input and output for denoising training.

[CLS] The puppies are [MASK] outside [MASK] house .

— (s) The puppies are frolicking outside the house .

By learning to map from this corrupted sequence to its uncorrupted counterpart, the model gains
the ability to understand on the encoder side and to generate on the decoder side. See Figure 1.4
for an illustration of how an encoder-decoder model is trained with BERT-style and denoising
autoencoding objectives.

As we randomly select tokens for masking, we can certainly mask consecutive tokens [Joshi et al.,
2020]. Here is an example.

[CLS] The puppies are [MASK] outside [MASK] [MASK] .

— (s) The puppies are frolicking outside the house .

Another way to consider consecutive masked tokens is to represent them as spans. Here we
follow Raffel et al. [2020]’s work, and use [X], [Y] and [Z] to denote sentinel tokens that cover
one or more consecutive masked tokens. Using this notation, we can re-express the above training
example as

[CLS] The puppies are [X] outside [Y] .
—  (s) [X] frolicking [Y] the house [Z]
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Loy
froli::r]<ing :h::
T T
Encoder — Decoder
Lttt N Y B |
[CLS] The puppies are  [M] in [M] house - (s) M] [M] [M]frolicking[M] the [M]

(a) Training an encoder-decoder model with BERT-style masked language modeling

Loss over the sequence

The puppies are frolicking in the house

(S SN S

Encoder — Decoder
rTrTr T TT T T L R
[CLS] The puppies are  [M] in [M] house - (s)  The puppies are frolicking in the house

(b) Training an encoder-decoder model with denoising autoencoding

Fig. 1.4: Training an encoder-decoder model using BERT-style and denoising autoencoding methods. In both methods,
the input to the encoder is a corrupted token sequence where some tokens are masked and replaced with [MASK] (or
[M] for short). The decoder predicts these masked tokens, but in different ways. In BERT-style training, the decoder
only needs to compute the loss for the masked tokens, while the remaining tokens in the sequence can be simply treated
as [MASK] tokens. In denoising autoencoding, the decoder predicts the sequence of all tokens in an autoregressive
manner. As a result, the loss is obtained by accumulating the losses of all these tokens, as in standard language
modeling.

The idea is that we represent the corrupted sequence as a sequence containing placeholder
slots. The training task is to fill these slots with the correct tokens using the surrounding context.
An advantage of this approach is that the sequences used in training would be shorter, making the
training more efficient. Note that masked language modeling provides a very general framework
for training encoder-decoder models. Various settings can be adjusted to have different training
versions, such as altering the percentage of tokens masked and the maximum length of the masked
spans.

1.2.3.2 Denoising Training

If we view the problem of training encoder-decoder models as a problem of training denoising
autoencoders, there will typically be many different methods for introducing input corruption and
reconstructing the input. For instance, beyond randomly masking tokens, we can also alter some
of them or rearrange their order.

Suppose we have an encoder-decoder model that can map an input sequence x to an output
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sequence 'y

y = Decode,(Encodey(x))
= Modelg,,(x) (1.15)

where 6 and w are the parameters of the encoder and the decoder, respectively. In denoising
autoencoding problems, we add some noise to x to obtain a noisy, corrupted input Xpgise. BY
feeding X ,ise into the encoder, we wish the decoder to output the original input. The training
objective can be defined as

(é,d}) = argmax Loss(Modelg , (Xnoise ), X) (1.16)

0w

Here the loss function Loss(Modelg ., (Xnoise ), X) evaluates how well the model Modelg ., (Xnoise )
reconstructs the original input x. We can choose the cross-entropy loss as usual.

As the model architecture and the training approach have been developed, the remaining issue
is the corruption of the input. Lewis et al. [2020], in their BART model, propose corrupting the
input sequence in several different ways.

* Token Masking. This is the same masking method that we used in masked language mod-
eling. The tokens in the input sequence are randomly selected and masked.

* Token Deletion. This method is similar to token masking. However, rather than replacing
the selected tokens with a special symbol [MASK], these tokens are removed from the
sequence. See the following example for a comparison of the token masking and token
deletion methods.

Original (x): The puppies are frolicking outside the house .
Token Masking (xpeise): The puppies are [MASK] outside [MASK] house .
Token Deletion (xp0ise):  The puppies are frolicking outside the house .

where the underlined tokens in the original sequence are masked or deleted.

* Span Masking. Non-overlapping spans are randomly sampled over the sequence. Each
span is masked by [MASK]. We also consider spans of length 0, and, in such cases, [MASK]
is simply inserted at a position in the sequence. For example, we can use span masking to
corrupt the above sequence as

Original (x): The O puppies are frolicking outside the house .
Span Masking (Xpeise): The [MASK] puppies are [MASK] house .

Here the span frolicking outside the is replaced with a single [MASK]. 0 indicates a length-
0 span, and so we insert an [MASK] between The and puppies. Span masking introduces
new prediction challenges in which the model needs to know how many tokens are gener-
ated from a span. This problem is very similar to fertility modeling in machine translation
[Brown et al., 1993].
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If we consider a sequence consisting of multiple sentences, additional methods of corruption
can be applied. In the BART model, there are two such methods.

* Sentence Reordering. This method randomly permutes the sentences so that the model can
learn to reorder sentences in a document. Consider, for example, two consecutive sentences

Hard work leads to success . Success brings happiness .

We can reorder the two sentences to have a corrupted input sequence

Success brings happiness . Hard work leads to success .

* Document Rotation. The goal of this task is to identify the start token of the sequence.
First, a token is randomly selected from the sequence. Then, the sequence is rotated so that
the selected token is the first token. For example, suppose we select the token leads from
the above sequence. The rotated sequence is

selected
+
Hardwork leads to success . Success brings happiness . Hard work

where the subsequence Hard work before leads is appended to the end of the sequence.

For pre-training, we can apply multiple corruption methods to learn robust models, for ex-
ample, we randomly choose one of them for each training sample. In practice, the outcome of
encoder-decoder pre-training depends heavily on the input corruption methods used, and so we
typically need to choose appropriate training objectives through careful experimentation.

1.2.4 Comparison of Pre-training Tasks

So far, we have discussed a number of pre-training tasks. Since the same training objective can
apply to different architectures (e.g., using masked language modeling for both encoder-only and
encoder-decoder pre-training), categorizing pre-training tasks based solely on model architecture
does not seem ideal. Instead, we summarize these tasks based on the training objectives.

» Language Modeling. Typically, this approach refers to an auto-regressive generation pro-
cedure of sequences. At one time, it predicts the next token based on its previous context.

* Masked Language Modeling. Masked Language Modeling belongs to a general mask-
predict framework. It randomly masks tokens in a sequence and predicts these tokens using
the entire masked sequence.
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* Permuted Language Modeling. Permuted language modeling follows a similar idea to
masked language modeling, but considers the order of (masked) token prediction. It reorders
the input sequence and predicts the tokens sequentially. Each prediction is based on some
context tokens that are randomly selected.

* Discriminative Training. In discriminative training, supervision signals are created from
classification tasks. Models for pre-training are integrated into classifiers and trained to-
gether with the remaining parts of the classifiers to enhance their classification performance.

* Denoising Autoencoding. This approach is applied to the pre-training of encoder-decoder
models. The input is a corrupted sequence and the encoder-decoder models are trained to
reconstruct the original sequence.

Table 1.1 illustrates these methods and their variants using examples. The use of these ex-
amples does not distinguish between models, but we mark the model architectures where the
pre-training tasks can be applied. In each example, the input consists of a token sequence, and the
output is either a token sequence or some probabilities. For generation tasks, such as language
modeling, superscripts are used to indicate the generation order on the target side. If the super-
scripts are omitted, it indicates that the output sequence can be generated either autoregressively
or simultaneously. On the source side, we assume that the sequence undergoes a standard Trans-
former encoding process, meaning that each token can see the entire sequence in self-attention.
The only exception is in permuted language modeling, where an autoregressive generation pro-
cess is implemented by setting attention masks on the encoder side. To simplify the discussion,
we remove the token (s) from the target-side of each example.

While these pre-training tasks are different, it is possible to compare them in the same frame-
work and experimental setup [Dong et al., 2019; Raffel et al., 2020; Lewis et al., 2020]. Note that
we cannot list all the pre-training tasks here as there are many of them. For more discussions on
pre-training tasks, the interested reader may refer to some surveys on this topic [Qiu et al., 2020;
Han et al., 2021].

1.3 Example: BERT

In this section, we introduce BERT models, which are among the most popular and widely used
pre-trained sequence encoding models in NLP.

1.3.1 The Standard Model

The standard BERT model, which is proposed in Devlin et al. [2019]’s work, is a Transformer
encoder trained using both masked language modeling and next sentence prediction tasks. The
loss used in training this model is a sum of the loss of the two tasks.

LossggrTr = Lossynv + Lossnsp (1.17)

As is regular in training deep neural networks, we optimize the model parameters by minimizing
this loss. To do this, a number of training samples are collected. During training, a batch of
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Method | Enc | Dec | E-D | Input Output
Causal LM o | o The' kitten? is® chasing? the® ball® .7
Prefix LM e | e |[C] The Kitten is chasing! the? ball® .4
Masked LM | o e | [C] The kitten [M] chasing the [M] . | _ _ is _ _ ball _
MASS-style | e e | [C] The kitten [M] [M] [M] ball . _ _ is chasingthe _ _
BERT-style | o o | [C] The kitten [M] playing the [M] . | _ kitten is chasing _ ball _
Permuted LM ‘ o ‘ ‘ ‘ [C] The Kitten is chasing the ball . ‘ The? kitten” is® chasing?! the* ball? .3
Next Sentence | e [C] The kitten is chasing the ball . | Pr(IsNext | representation-of-[C])
Prediction Birds eat worms .
Sentence | e Encode a sentence as h, and Score(h,, hp)
Comparison another sentence as hy,
Token Classification | e [C] The kitten is chasing the ball . | Pr(-|The) Pr(-|kitten) ... Pr(-|.)
e |[C] . kitten the chasing The is ball | The' kitten? is® chasing* the® ball® .7
e | [C] The kitten is ehasine the ball . | The! kitten? is® chasing® the® ball® .7
e | [C] The kitten [M] is [M] . The! kitten? is® chasing” the® ball® .7
e | [C] The kitten [X] the [Y] [X]" is? chasing® [Y]* ball® 6
e | [C] The ball rolls away swiftly . The | The kitten? is® chasing* the® ball® .7
kitten is chasing the ball . The?® ball® rolls'® away!! swiftly!? .13
e | [C] chasing the ball . The ball rolls | The' kitten? is® chasing* the® ball® .7
13

Table 1.1: Comparison of pre-training tasks, including language modeling, masked language modeling, permuted
language modeling, discriminative training, and . [C] = [CLS], [M] = [MASK], [X],[Y] =
sentinel tokens. Enc, Dec and E-D indicate whether the approach can be applied to encoder-only, decoder-only,
encoder-decoder models, respectively. For generation tasks, superscripts are used to represent the order of the tokens.

training samples is randomly selected from this collection at a time, and Lossgggrt is accumulated
over these training samples. Then, the model parameters are updated via gradient descent or its
variants. This process is repeated many times until some stopping criterion is satisfied, such as
when the training loss converges.

1.3.1.1 Loss Functions

In general, BERT models are used to represent a single sentence or a pair of sentences, and thus
can handle various downstream language understanding problems. In this section we assume that
the input representation is a sequence containing two sentences Sent 4 and Sent g, expressed as

[CLS] Sent4 [SEP] Sentp [SEP]

Here we follow the notation in BERT’s paper and use [SEP] to denote the separator.

Given this sequence, we can obtain LossMLM and LossNSP separately. For masked language
modeling, we predict a subset of the tokens in the sequence. Typically, a certain percentage of the

away swiftly . The kitten is The?® ball® rolls'® away'! swiftly'? .
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tokens are randomly selected, for example, in the standard BERT model, 15% of the tokens in
each sequence are selected. Then the sequence is modified in three ways

» Token Masking. 80% of the selected tokens are masked and replaced with the symbol
[MASK]. For example

Original: [CLS] It is raining . [SEP] I need an umbrella . [SEP]
Masked: [CLS] It is [MASK] . [SEP] I need [MASK] umbrella . [SEP]

where the selected tokens are underlined. Predicting masked tokens makes the model learn
to represent tokens from their surrounding context.

* Random Replacement. 10% of the selected tokens are changed to a random token. For
example,

Original: [CLS] It is raining . [SEP] I need an umbrella . [SEP]
Random Token: [CLS] It is raining . [SEP] I need an hat . [SEP]

This helps the model learn to recover a token from a noisy input.

» Unchanged. 10% of the selected tokens are kept unchanged. For example,

Original: [CLS] It is raining . [SEP] I need an umbrella . [SEP]
Unchanged Token: [CLS] It is raining . [SEP] I need an umbrella . [SEP]

This is not a difficult prediction task, but can guide the model to use easier evidence for
prediction.

Let A(x) be the set of selected positions of a given token sequence x, and X be the modified
sequence of x. The loss function of masked language modeling can be defined as

Lossym = — 9 log Pr(z]x) (1.18)
1€ A(x)

where Pr;(z;|X) is the probability of predicting z; at the position ¢ given x. Figure 1.5 shows a
running example of computing Lossyrm .

For next sentence prediction, we follow the method described in Section 1.2.2.3. Each training

sample is classified into a label set {IsNext, NotNext}, for example,

Sequence:  [CLS] It is raining . [SEP] I need an umbrella . [SEP]
Label:  IsNext

Sequence: [CLS] The cat sleeps on the windowsill . [SEP] Apples grow on trees . [SEP]
Label: NotNext
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Input: [CLS] It is raining . [SEP] I need an umbrella . [SEP]

Select tokens with a probability of 15%
Token Selection: [CLS] It is raining . [SEP] I need an umbrella . [SEP]
Mask selected tokens with a probability of 80%
Token Masking: [CLS] It is [MASK] . [SEP] I need [MASK] umbrella . [SEP]

Alter selected tokens with a probability of 10%

Token: [CLS] It is [MASK] . [SEP] I need [MASK] hat . [SEP]
Replacement
Keep selected tokens unchanged with a probability of 10%

Unchanged: [CLS| It is [MASK] . [SEP] I need [MASK] hat . [SEP]

Train the Transformer encoder with the modified sequence

training an umbrella

i 1
O O O 0O
1 1 T 1

I I I I
ho h; h> hs hy hs he h7 hg hy hiy hnp

Transformer Encoder

Ot A A A A |
I T e e T e
[CLS] 1t is [MASK] - [SEP] 1 need [MASK] hat . [SEP]

Fig. 1.5: A running example of BERT-style masked language modeling. First, 15% tokens are randomly selected.
These selected tokens are then processed in one of three ways: replaced with a [MASK] token (80% of the time),
replaced with a random token (10% of the time), or kept unchanged (10% of the time). The model is trained to predict
these selected tokens based on the modified sequence. e; represents the embedding of the token at the position . Gray
boxes represent the Softmax layers.

The output vector of the encoder for the first token [CLS] is viewed as the sequence representation,
denoted by hs (or hg). A classifier is built on top of h.js. Then, we can compute the probability of
alabel c given hy, i.e., Pr(c|hcs). There are many loss functions one can choose for classification
problems. For example, in maximum likelihood training, we can define Lossysp as

Lossnsp = —log Pr(cgoid|heis) (1.19)
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where cg1q is the correct label for this sample.

1.3.1.2 Model Setup

As shown in Figure 1.6, BERT models are based on the standard Transformer encoder architecture.
The input is a sequence of embeddings, each being the sum of the token embedding, the positional
embedding, and the segment embedding.

€ = X+ €pos T €sep (1.20)

Both the token embedding (x) and positional embedding (eps) are regular, as in Transformer
models. The segment embedding (eg,) is a new type of embedding that indicates whether a token
belongs to Sent 4 or Sent . This can be illustrated by the following example.

Token ‘ [CLS] It is raining . [SEP] I need an umbrella . [SEP]
X| Xo X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X1
epos |PE(0) PE(1) PE(2) PE(3) PE(4) PE(5) PE(6) PE(7) PE(8) PE(9) PE(10) PE(11)

€seg| €A €4 €4 es es eq ep ep ep ep €eB €eB

The main part of BERT models is a multi-layer Transformer network. A Transformer layer
consists of a self-attention sub-layer and an FFN sub-layer. Both of them follow the post-norm
architecture: output = LNorm(F'(input) + input), where F(-) is the core function of the sub-
layer (either a self-attention model or an FFN), and LNorm(+) is the layer normalization unit.
Typically, a number of Transformer layers are stacked to form a deep network. At each position of
the sequence, the output representation is a real-valued vector which is produced by the last layer
of the network.

There are several aspects one may consider in developing BERT models.

* Vocabulary Size (|V]). In Transformers, each input token is represented as an entry in a
vocabulary V. Large vocabularies can cover more surface form variants of words, but may
lead to increased storage requirements.

* Embedding Size (d.). Every token is represented as a d.-dimensional real-valued vector.
As presented above, this vector is the sum of the token embedding, positional embedding,
and segment embedding, all of which are also d.-dimensional real-valued vectors.

* Hidden Size (d). The input and output of a sub-layer are of d dimensions. Besides, most
of the hidden states of a sub-layer are d-dimensional vectors. In general, d can be roughly
viewed as the width of the network.

* Number of Heads (nc.q). In self-attention sub-layers, one needs to specify the number
of heads used in multi-head self-attention. The larger this number is, the more sub-spaces
attention is performed. In practical systems, we often set npeaq > 4.

* FFN Hidden Size (dgy,). The size of the hidden layer of the FFNs used in Transformers is
typically larger than d. For example, a typical setting is dg, = 4d. For larger Transformers,
such as recent large models, dg,, may be set to a very large value.
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Output Layer Encoder Output

A h; € R? is the contextual
representation of x;

Layer Normalization

i FFN Sub-layer
i hidden size: d

A

FFN hidden size: dg,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

layers

Layer Normalization

i Self-attention Sub-layer
| hidden size: d

A

number of heads: npead
Self-attention

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Embedding
/ € = X + €pos + €seg € R
’ Token I Position I Segment‘

Input
/ x; corresponds to an entry of V'
Tox1... Ty

Fig. 1.6: The model Architecture of BERT (Transformer encoder). The input tokens are first represented as embed-
dings, each of which is the sum of the corresponding token embedding, positional embedding and segment embedding.
Then, the embedding sequence is processed by a stack of Transformer layers. Each layer in this stack includes a self-
attention sub-layer and a FFN sub-layer. The output of the BERT model is a sequence of vectors produced by the final
Transformer layer.

* Model Depth (L). Using deep networks is an effective way to improve the expressive power
of Transformers. For BERT models, L is typically set to 12 or 24. However, networks with
even greater depth are also feasible and can be applied for further enhancements.

Different settings of these hyper-parameters lead to different model sizes. There are two
widely-used BERT models.

* BERT}ase: d = 768, L = 12, npeaq = 12, total number of parameters = 110M.

* BERTarge: d = 1,024, L = 14, npeaq = 16, total number of parameters = 340M.

Training BERT models follows the standard training process of Transformers. Training larger
models such as BERT},,e requires more training effort and time. This is a common problem
for pre-training, especially when a model is trained on a very large amount of data. In practice,
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there are often considerations of training efficiency. For example, a practice is to first train a
BERT model on relatively short sequences for a large number of training steps, and then continue
training it on full-length sequences for the remaining training steps.

1.3.2 More Training and Larger Models

BERT is a milestone model in NLP, sparking many subsequent efforts to improve it. One direction
is to scale up the model itself, including increasing training data and developing larger models.

RoBERTZ4, an extension of the standard BERT model, is an example of such efforts [Liu et al.,
2019]. It introduces two major improvements. First, simply using more training data and more
compute can improve BERT models without need of changing the model architectures. Second,
removing the NSP loss does not decrease the performance on downstream tasks if the training is
scaled up. These findings suggest exploring a general direction of pre-training: we can continue
to improve pre-training by scaling it up on simple pre-training tasks.

A second approach to improving BERT models is to increase the number of model parame-
ters. For example, in He et al. [2021]’s work, a 1.5 billion-parameter BERT-like model is built by
increasing both the model depth and hidden size. However, scaling up BERT and various other
pre-trained models introduces new challenges in training, for example, training very large models
often becomes unstable and difficult to converge. This makes the problem more complicated, and
requires careful consideration of various aspects, including model architecture, parallel computa-
tion, parameter initialization, and so on. In another example, Shoeybi et al. [2019] successfully
trained a 3.9 billion-parameter BERT-like model, where hundreds of GPUs were used to manage
the increased computational demands.

1.3.3 More Efficient Models

Compared to its predecessors, BERT is a relatively large model for the time it was proposed.
This increase in model size results in larger memory requirements and a consequent slowdown in
system performance. Developing smaller and faster BERT models is part of the broader challenge
of building efficient Transformers, which has been extensively discussed in Tay et al. [2020]’s
work and Xiao and Zhu [2023]’s work. However, a deeper discussion of this general topic is
beyond the scope of our current discussion. Here we instead consider a few efficient variants of
BERT.

Several threads of research are of interest to NLP researchers in developing efficient BERT
models. First, work on knowledge distillation, such as training student models with the output
of well-trained teacher models, shows that smaller BERT models can be obtained by transferring
knowledge from larger BERT models. Given that BERT models are multi-layer networks with
several different types of layers, knowledge distillation can be applied at different levels of repre-
sentation. For example, beyond distilling knowledge from the output layers, it is also possible to
incorporate training loss that measures the difference in output of hidden layers between teacher
models and student models [Sun et al., 2020; Jiao et al., 2020]. Indeed, knowledge distillation has
been one of the most widely-used techniques for learning small pre-trained models.

Second, conventional model compression methods can be directly applied to compress BERT
models. One common approach is to use general-purpose pruning methods to prune the Trans-
former encoding networks [Gale et al., 2019]. This generally involves removing entire layers
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[Fan et al., 2019] or a certain percentage of parameters in the networks [Sanh et al., 2020; Chen et al.,
2020]. Pruning is also applicable to multi-head attention models. For example, Michel et al.
[2019] show that removing some of the heads does not significantly decrease the performance
of BERT models, but speeds up the inference of these models. Another approach to compress-
ing BERT models is quantization [Shen et al., 2020]. By representing model parameters as low-
precision numbers, the models can be greatly compressed. While this method is not specific to
BERT models, it proves effective for large Transformer-based architectures.

Third, considering that BERT models are relatively deep and large networks, another thread
of research uses dynamic networks to adapt these models for efficient inference. An idea in this
paradigm is to dynamically choose the layers for processing a token, for example, in depth-
adaptive models we exit at some optimal depth and thus skip the rest of the layers in the layer
stack [Xin et al., 2020; Zhou et al., 2020]. Similarly, we can develop length-adaptive models in
which the length of the input sequence is dynamically adjusted. For example, we can skip some of
the tokens in the input sequence so that the model can reduce computational load on less important
tokens, enhancing overall efficiency.

Fourth, it is also possible to share parameters across layers to reduce the size of BERT models.
A simple way to do this is to share the parameters of a whole Transformer layer across the layer
stack [Dehghani et al., 2018; Lan et al., 2020]. In addition to the reduced number of parameters,
this enables reuse of the same layer in a multi-layer Transformer network, leading to savings of
memory footprint at test time.

1.3.4 Multi-lingual Models

The initial BERT model was primarily focused on English. Soon after this model was proposed,
it was extended to many languages. One simple way to do this is to develop a separate model
for each language. Another approach, which has become more popular in recent work on large
language models, is to train multi-lingual models directly on data from all the languages. In
response, multi-lingual BERT (mBERT) models were developed by training them on text from
104 languages ©. The primary difference from monolingual BERT models is that mBERT models
use larger vocabularies to cover tokens from multiple languages. As a result, the representations
of tokens from different languages are mapped into the same space, allowing for the sharing of
knowledge across languages via this universal representation model.

One important application of multi-lingual pre-trained models is cross-lingual learning. In the
cross-lingual setting, we learn a model on tasks in one language, and apply it to the same tasks
in another language. In cross-lingual text classification, for example, we fine-tune a multi-lingual
pre-trained model on English annotated documents. Then, we use the fine-tuned model to classify
Chinese documents.

An improvement to multi-lingual pre-trained models like mBERT is to introduce bilingual data
into pre-training. Rather than training solely on monolingual data from multiple languages, bilin-
gual training explicitly models the relationship between tokens in two languages. The resulting
model will have innate cross-lingual transfer abilities, and thus can be easily adapted to different
languages. Lample and Conneau [2019] propose an approach to pre-training cross-lingual lan-
guage models (XLMs). In their work, a cross-lingual language model can be trained in either the
causal language modeling or masked language modeling manner. For masked language modeling

Shttps://github.com/google-research/bert/
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pre-training, the model is treated as an encoder. The training objective is the same as BERT: we
maximize the probabilities of some randomly selected tokens which are either masked, replaced
with random tokens, or kept unchanged in the input. If we consider bilingual data in pre-training,
we sample a pair of aligned sentences each time. Then, the two sentences are packed together to
form a single sequence used for training. For example, consider an English-Chinese sentence pair

fifth 2 A h - <« Whales are mammals .

We can pack them to obtain a sequence, like this

[CLS) fi5fa & ¥l 5h# - [SEP] Whales are mammals . [SEP]

We then select a certain percentage of the tokens and replace them with [MASK].

[CLS] [MASK] & [MASK] zh#) - [SEP] Whales [MASK] [MASK] . [SEP]

The goal of pre-training is to maximize the product of the probabilities of the masked tokens given
the above sequence. By performing training in this way, the model can learn to represent both the
English and Chinese sequences, as well as to capture the correspondences between tokens in the
two languages. For example, predicting the Chinese token 5 4 may require the information
from the English token Whales. Aligning the representations of the two languages essentially
transforms the model into a “translation” model. So this training objective is also called transla-
tion language modeling. Figure 1.7 shows an illustration of this approach.

A benefit of multi-lingual pre-trained models is their inherent capability of handling code-
switching. In NLP and linguistics, code-switching refers to switching among languages in a text.
For example, the following is a mixed language text containing both Chinese and English:

JAR A1 TTHE & M hiking . AR AH —E Sk 15 2

(We plan to go hiking this weekend, would you like to join us?)

For multi-lingual pre-trained models, we do not need to identify whether a token is Chinese or
English. Instead, every token is just an entry of the shared vocabulary. This can be imagined as
creating a “new” language that encompasses all the languages we want to process.

The result of multi-lingual pre-training is influenced by several factors. Given that the model
architecture is fixed, one needs to specify the size of the shared vocabulary, the number (or per-
centage) of samples in each language, the size of the model, and so on. Conneau et al. [2020]
point out several interesting issues regarding large-scale multi-lingual pre-training for XLM-like
models. First, as the number of supported languages increases, a larger model is needed to handle
these languages. Second, a larger shared vocabulary is helpful for modeling the increased diver-
sity in languages. Third, low-resource languages more easily benefit from cross-lingual transfer
from high-resource languages, particularly when similar high-resource languages are involved in
pre-training. However, interference may occur if the model is trained for an extended period,
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Fig. 1.7: An illustration of translation language modeling. For ease of understanding, we present a simple example
where all the selected tokens are masked. The model is trained to predict these masked tokens. As the sequence
contains tokens in two languages, predicting a token in one language allows access to tokens in the other language,
thereby enabling cross-lingual modeling. In Lample and Conneau [2019]’s work, an input embedding (i.e., €;) is the
sum of the token embedding, positional embedding, and language embedding. This requires that each token is assigned
with a language label. Thus we can distinguish tokens in different languages. In multi-lingual pre-training, particularly
in work using shared vocabularies, specifying the language to which a token belongs is not necessary. The use of
language embeddings in turn makes it difficult to handle code-switching. Therefore, we assume here that all token
representations are language-independent.

meaning the overall performance of the pre-trained model starts decreasing at a certain point dur-
ing pre-training. Thus, in practical systems, one may need to stop the pre-training early to prevent
interference.

1.4 Applying BERT Models

Once a BERT model is pre-trained, it can then be used to solve NLP problems. But BERT models
are not immediately ready for performing specific downstream tasks. In general, additional fine-
tuning work is required to make them adapt. As a first step, we need a predictor to align the
output of the model with the problem of interest. Let BERT(-) be a BERT model with pre-
trained parameters 0, and Predict,,(-) be a prediction network with parameters w. By integrating
the prediction network with the output of the BERT model, we develop a model to tackle the
downstream tasks. This model can be expressed as

y = Predict,(BERT;(x)) (1.21)

where x is the input and y is the output that fits the problem. For example, in classification
problems, the model outputs a probability distribution over labels.

Then, we collect a set of labeled samples D, and fine-tune the model by

(@,0) = argmin Y Loss(y, g¢ Yaold) (1.22)
w,0F (%,¥go1d)ED
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where (X, ygo14) represents a tuple of an input and its corresponding output. The notation of this
equation seems a bit complicated, but the training/tuning process is standard. We optimize the
model by minimizing the loss over the tuning samples. The outcome is the optimized parameters
@ and 6. The optimization starts with the pre-trained parameters 6. Here we use 67 to indicate that
the parameters are initialized with 0, and use Yo+ to denote the model output computed using

the parameters w and 6.

With the fine-tuned parameters & and 6, we can apply the model Predict, (BERTY(+)) to new
data of the same tasks for which the model was fine-tuned. The form of the downstream tasks
determines the input and output formats of the model, as well as the architecture of the prediction
network. In the following we list some tasks to which BERT models are generally suited.

* Classification (Single Text). One of the most widely-used applications of BERT models is
text classification. In this task, a BERT model receives a sequence of tokens and encodes
it as a sequence of vectors. The first output vector hs (or hg) is typically used as the
representation of the entire text. The prediction network takes h.js as input to produce a
distribution of labels. Let [CLS|x1x5...z,, be an input text. See below for an illustration of
BERT-based text classification.

Class

T

=

T

hcls hl h2 o h'm h'm+ 1

BERT

ot R
€cls €1 €2 €em em+1
T~ T T ™
[CLS] 1 x2 Tm [SEP]

Here the gray box denotes the prediction network. Many NLP problems can be categorized
as text classification tasks, and there have been several text classification benchmarks for
evaluating pre-trained models. For example, we can classify texts by their grammatical cor-
rectness (grammaticality) or emotional tone (sentiment) [Socher et al., 2013; Warstadt et al.,
2019]. Note that the prediction network could be any classification model, such as a deep
neural network or a more traditional classification model. The entire model can then be
trained or fine-tuned in the manner of a standard classification model. For example, the pre-
diction network can be simply a Softmax layer and the model parameters can be optimized
by maximizing the probabilities of the correct labels.

* Classification (Pair of Texts). Classification can also be performed on a pair of texts. Sup-
pose we have two texts, zi...x,, and y; ...y,. We can concatenate these texts to form a single
sequence with a length len. Then, we predict a label for this combined text sequence based
on the hg vector, as follows
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where len = n + m + 2. Text pair classification covers several problems, including se-
mantic equivalence judgement (determine whether two texts are semantically equivalent)
[Dolan and Brockett, 2005], text entailment judgement (determine whether a hypothesis
can be logically inferred or entailed from a premise) [Bentivogli and Giampiccolo, 2011;
Williams et al., 2018], grounded commonsense inference (determine whether an event is
likely to happen given its context) [Zellers et al., 2018], and question-answering inference
(determine whether an answer corresponds to a given question).

Regression. Instead of generating a label distribution, we can have the prediction network
output a real-valued score. For example, by adding a Sigmoid layer to the prediction net-
work, the system can be employed to compute the similarity between two given sentences.
The architecture is the same as that of BERT-based classification systems, with only the
change of the output layer.

Number (similarity, evaluation score, etc.)

T

=

T
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For training or fine-tuning, we can minimize the regression loss of the model output as
usual.

Sequence Labeling. Sequence labeling is a machine learning approach applicable to a wide
range of NLP problems. This approach assigns a label to each token in an input sequence,
and some linguistic annotations can then be derived from this sequence of labels. An ex-
ample of sequence labeling in NLP is part-of-speech (POS) tagging. We label each word
in a sentence with its corresponding POS tag. Another example is named entity recognition
(NER) in which we label each word with an NER tag, and named entities are identified
using these tags. See below for an illustration of the model architecture for NER.
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Here {B,1,0} is the tag set of NER. For example, B-ORG means the beginning of an
organization, I-ORG means the word is inside an organization, and O means the word does
not belong to any named entity. This NER model can output a distribution over the tag set
at each position, denoted as p;. The training or fine-tuning of the model can be performed
over these distributions {p1, ..., pm}. For example, suppose p;(tag;) is the probability of
the correct tag at position ¢. The training loss can be defined to be the negative likelihood

1 m
Loss = —— Y logp;(tag; 12
oss m 2 oapiltag:) (1.23)

Finding the best label sequence given a trained NER model is a well-studied issue in NLP.
This is often achieved via dynamic programming, which, in the context of path finding over
a lattice, has linear complexity [Huang, 2009].

Span Prediction. Some NLP tasks require predicting a span in a text. A common example
is reading comprehension. In this task, we are given a query x;...x,, and a context text
y1.--Yn. The goal is to identify a continuous span in ...y, that best answers the query.
This problem can be framed as a sequence labeling-like task in which we predict a label for
each y; to indicate the beginning or ending of the span. Following Seo et al. [2017], we add
two networks on top of the BERT output for y;: one for generating the probability of y;
being the beginning of the span (denoted by p?eg), and one for generating the probability
of y; being the ending of the span (denoted by p?nd). The resulting model architecture is
shown as follows
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Pre-training

We pack the query and context text together to obtain the input sequence. The prediction
networks are only applied to outputs for the context text, generating the probabilities p?eg

and p?nd at each position. The loss can be computed by summing the log likelihoods of the
two models across the entire context text.
_ IS beg end
Loss = —- > (logp;™ +logp;™) (1.24)
n 4
J=1

At test time, we search for the best span by

(j1,J2) = argmax (logp?fg—f—logp?;‘d) (1.25)
1<j1<j2<n

Encoding for Encoder-decoder Models. While our focus in this section has been primarily
on language understanding problems, it is worth noting that BERT models can be applied
to a broader range of NLP tasks. In fact, BERT models can be used in all the scenarios
where we need to encode a piece of text. One application that we have not mentioned is
text generation which includes a range of tasks such as machine translation, summarization,
question answering, and dialogue generation. These tasks can be formulated as sequence-
to-sequence problems: we use an encoder to represent the source text, and a decoder to
generate the corresponding target text. A straightforward method to apply BERT models
is to consider them as encoders. Before fine-tuning, we can initialize the parameters of the
encoder with those from a pre-trained BERT model. Then, the encoder-decoder model can
be fine-tuned on pairs of texts as usual. The following shows the architecture of a neural
machine translation system where a BERT model is applied on the source side.

_____________________ Target Text
Adapter | i vio Y2 s Yn
+ | T 1T 1 1
BERT (Encoder) 7 Decoder
T T T T T T T T
€l el en  €ni1 ed e¥ e} e,
t T T T 0
[CLS] =1 Tm [SEP] (s) Y1 Y2 e Yn—1
\%/—/

Source Text

Here z;...z,, denotes the source sequence, ...y, denotes the target sequence, ef...ey,

denotes the embedding sequence of x1...2,,, and €] ...e¥ denotes the embedding sequence
of y1...yn. The adapter, which is optional, maps the output of the BERT model to the form
that is better suited to the decoder.

Fine-tuning BERT models is a complicated engineering problem, influenced by many factors,

such as the amount of fine-tuning data, the model size, and the optimizer used in fine-tuning.
In general, we wish to fine-tune these models sufficiently so that they can perform well in the
downstream tasks. However, fine-tuning BERT models for specific tasks may lead to overfitting,
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which in turn reduces their ability to generalize to other tasks. For example, suppose we have a
BERT model that performs well on a particular task. If we then fine-tune it for new tasks, this
may decrease its performance on the original task. This problem is related to the catastrophic
forgetting problem in continual training, where a neural network forgets previously learned in-
formation when updated on new samples. In practical applications, a common way to alleviate
catastrophic forgetting is to add some old data into fine-tuning and train the model with more
diverse data. Also, one may use methods specialized to catastrophic forgetting, such as experi-
ence replay [Rolnick et al., 2019] and elastic weight consolidation [Kirkpatrick et al., 2017]. The
interested reader can refer to some surveys for more detailed discussions of this issue in continual
learning [Parisi et al., 2019; Wang et al., 2023a;e].

1.5 Summary

In this chapter we have discussed the general idea of pre-training in NLP. In particular, we have dis-
cussed self-supervised pre-training and its application to encode-only, decoder-only, and encoder-
decoder architectures. Moreover, we have presented and compared a variety of pre-training tasks
for these architectures. As an example, BERT is used to illustrate how sequence models are pre-
trained via masked language modeling and applied to different downstream tasks.

Recent years have shown remarkable progress in NLP, led by the large-scale use of self-
supervised pre-training. And sweeping advances are being made across many tasks, not only
in NLP but also in computer vision and other areas of Al. One idea behind these advances is that a
significant amount of knowledge about the world can be learned by simply training these Al sys-
tems on huge amounts of unlabeled data. For example, a language model can learn some general
knowledge of a language by repeatedly predicting masked words in large-scale text. As a result,
this pre-trained language model can serve as a foundation model, which can be easily adapted to
address specific downstream NLP tasks. This paradigm shift in NLP has enabled the development
of incredibly powerful systems for language understanding, generation, and reasoning [Manning,
2022]. However, it is important to recognize that we are still in the early stages of creating truly in-
telligent systems, and there is a long way to go. Nevertheless, large-scale pre-training has opened
a door to intelligent systems that researchers have long aspired to develop, though several key re-
search areas remain open for exploration, such as learning intelligence efficiently using reasonably
small-sized data and acquiring complex reasoning and planning abilities.

Note that this chapter is mostly introductory and cannot cover all aspects of pre-training. For
example, there are many methods to fine-tune a pre-trained model, offering different ways to better
adapt the model to diverse situations. Moreover, large language models, which are considered one
of the most significant achievements in Al in recent years, are skipped in this section. We leave
the discussion of these topics to the following chapters.



CHAPTER 2

Generative Models

One of the most significant advances in NLP in recent years might be the development of large
language models (LLMs). This has helped create systems that can understand and generate nat-
ural languages like humans. These systems have even been found to be able to reason, which
is considered a very challenging Al problem. With these achievements, NLP made big strides
and entered a new era of research in which difficult problems are being solved, such as building
conversational systems that can communicate with humans smoothly.

The concept of language modeling or probabilistic language modeling dates back to early ex-
periments conducted by Shannon [1951]. In his work, a language model was designed to estimate
the predictability of English — how well can the next letter of a text be predicted when the pre-
ceding N letters are known. Although Shannon’s experiments were preliminary, the fundamental
goals and methods of language modeling have remained largely unchanged over the decades since
then. For quite a long period, particularly before 2010, the dominant approach to language mod-
eling was the n-gram approach [Jurafsky and Martin, 2008]. In n-gram language modeling, we
estimate the probability of a word given its preceding n — 1 words, and thus the probability of a
sequence can be approximated by the product of a series of n-gram probabilities. These proba-
bilities are typically estimated by collecting smoothed relative counts of n-grams in text. While
such an approach is straightforward and simple, it has been extensively used in NLP. For example,
the success of modern statistical speech recognition and machine translation systems has largely
depended on the utilization of n-gram language models [Jelinek, 1998; Koehn, 2010].

Applying neural networks to language modeling has long been attractive, but a real break-
through appeared as deep learning techniques advanced. A widely cited study is Bengio et al.
[2003]’s work where n-gram probabilities are modeled via a feed-forward network and learned
by training the network in an end-to-end fashion. A by-product of this neural language model
is the distributed representations of words, known as word embeddings. Rather than represent-
ing words as discrete variables, word embeddings map words into low-dimensional real-valued
vectors, making it possible to compute the meanings of words and word n-grams in a continu-
ous representation space. As a result, language models are no longer burdened with the curse of
dimensionality, but can represent exponentially many n-grams via a compact and dense neural
model.

The idea of learning word representations through neural language models inspired subsequent
research in representation learning in NLP. However, this approach did not attract significant in-
terest in developing NLP systems in the first few years after its proposal. Starting in about 2012,
though, advances were made in learning word embeddings from large-scale text via simple word
prediction tasks. Several methods, such as Word2Vec, were proposed to effectively learn such
embeddings, which were then successfully applied in a variety of NLP systems [Mikolov et al.,
2013a;b]. As aresult of these advances, researchers began to think of learning representations of
sequences using more powerful language models, such as LSTM-based models [Sutskever et al.,
2014; Peters et al., 2018]. And further progress and interest in sequence representation exploded
after Transformer was proposed. Alongside the rise of Transformer, the concept of language mod-
eling was generalized to encompass models that learn to predict words in various ways. Many

36
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powerful Transformer-based models were pre-trained using these word prediction tasks, and suc-
cessfully applied to a variety of downstream tasks [Devlin et al., 2019].

Indeed, training language models on large-scale data has led NLP research to exciting times.
While language modeling has long been seen as a foundational technique with no direct link to
the goals of artificial intelligence that researchers had hoped for, it helps us see the emergence of
intelligent systems that can learn a certain degree of general knowledge from repeatedly predicting
words in text. Recent research demonstrates that a single, well-trained LLM can handle a large
number of tasks and generalize to perform new tasks with a small adaptation effort [Bubeck et al.,
2023]. This suggests a step towards more advanced forms of artificial intelligence, and inspires
further exploration into developing more powerful language models as foundation models.

In this chapter, we consider the basic concepts of generative LLMs. For simplicity, we use the
terms large language models or LLMs to refer to generative models like GPT, though this term
can broadly cover other types of models like BERT. We begin by giving a general introduction
to LLMs, including the key steps of building such models. We then discuss two scaling issues of
LLMs: how LLMs are trained at scale, and how LLMs can be improved to handle very long texts.
Finally, we give a summary of these discussions.

2.1 A Brief Introduction to LLLMs

In this section we give an introduction to the basic ideas of LLMs as required for the rest of this
chapter and the following chapters. We will use terms word and foken interchangeably. Both
of them refer to the basic units used in language modeling, though their original meanings are
different.

Before presenting details, let us first consider how language models work. The goal of lan-
guage modeling is to predict the probability of a sequence of tokens occurring. Let {zq, 1, ..., T, }
be a sequence of tokens, where z is the start symbol (s) (or (SOS))!. The probability of this se-
quence can be defined using the chain rule

Pr(xzg,...;xm) = Pr(xzg) - Pr(xi|zg) - Pr(xs|zo, 1) - - - Pr(am|zo, ..., Tm—1)
m
= HPI‘((L‘Z‘"’L‘Q,...,{L‘Z‘_l) (21)
=0

or alternatively in a logarithmic form

m
log Pr(zg, ..oy @) = Z log Pr(x;|xg, ..., xi—1) (2.2)
i=0

Here Pr(x;|xq, ..., x;—1) is the probability of the token x; given all its previous tokens {xq, ..., x;—1 }

2. In the era of deep learning, a typical approach to language modeling is to estimate this

'The start symbol can also be [CLS] following BERT models.
’We assume that when i = 0, Pr(x;|xzo,...,xi—1) = Pr(xzo) = 1. Hence Pr(zo,...,zm) =
Pr(zo) Pr(z1, ..., xm|z0) = Pr(z1, ..., m|x0).
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Context Predict | Decision Rule Sequence Probability
(s) a b argmax,, oy Pr(zz[(s) a) Pr((s)) - Pr(al(s))- Pr(b|(s) a)
(s) ab c argmax,. .y Pr(z3|(s) a b) Pr((s)) - Pr(al(s)) - Pr(b|(s) a)-
Pr(c[(s) a b)
(sy abcl|d argmax,, .y Pr(z4|(s) abc) | Pr((s)) - Pr(al(s)) - Pr(b|(s) a)-
Pr(c|(s) a b)- Pr(d|(s) abc)

Table 2.1: Ilustration of generating the three tokens b ¢ d given the prefix (s) a via a language model. In each step,
the model picks a token x; from V so that Pr(z;|xo, ..., x;—1) is maximized. This token is then appended to the end
of the context sequence. In the next step, we repeat the same process, but based on the new context.

probability using a deep neural network. Neural networks trained to accomplish this task re-
ceive a sequence of tokens xg, ..., z;—1 and produce a distribution over the vocabulary V (de-
noted by Pr(:|xg,...,x;—1)). The probability Pr(x;|xo, ..., z;—1) is the value of the i-th entry of
PI‘(-|.T0, ceny .561;1).

When applying a trained language model, a common task is to find the most likely token given
its previous context tokens. This token prediction task can be described as

2; = argmaxPr(z;|zo,...,xi-1) (2.3)
z, €V

We can perform word prediction multiple times to generate a continuous text: each time we
predict the best token Z;, and then add this predicted token to the context for predicting the next
token ;41. This results in a left-to-right generation process implementing Eqgs. (2.1) and (2.2). To
illustrate, consider the generation of the following three words given the prefix ‘(s) a’, as shown
in Table 2.1. Now we discuss how LLMs are constructed, trained, and applied.

2.1.1 Decoder-only Transformers

As is standard practice, the input of a language model is a sequence of tokens (denoted by
{zg,...,xm—-1}). For each step, an output token is generated, shifting the sequence one po-
sition forward for the next prediction. To do this, the language model outputs a distribution
Pr(-|xg,...,z;—1) at each position i, and the token z; is selected according to this distribution.

This model is trained by maximizing the log likelihood 37, log Pr(z;|xo, ..., zi_1)>.

Here, we focus on the decoder-only Transformer architecture, as it is one of the most popular
model architectures used in LLMs. The input sequence of tokens is represented by a sequence
of d.-dimensional vectors {eg,...,€,—1}. €; is the sum of the token embedding of z; and the
positional embedding of . The major body of the model is a stack of Transformer blocks (or
layers). Each Transformer block has two stacked sub-layers, one for self-attention modeling and
one for FFN modeling. These sub-layers can be defined using the post-norm architecture

output = LNorm(F(input) + input) (2.4)

*Note that """ | log Pr(zi|zo, ..., zi—1) = Y, log Pr(z:|zo, ..., #i—1) since log Pr(zq) = 0.
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or the pre-norm architecture

output = LNorm(F'(input)) + input (2.5)

where input and output denote the input and output, both being an m x d matrix. The ¢-th rows
of input and output can be seen as contextual representations of the ¢-th token in the sequence.

F(-) is the core function of a sub-layer. For FFN sub-layers, F'() is a multi-layer FFN. For
self-attention sub-layers, F'(-) is a multi-head self-attention function. In general, self-attention is
expressed in a form of QKYV attention

T

Attqu (Q) K) V) - Softmax( QK

7 + Mask)V (2.6)

where Q, K and V € R™*? are the queries, keys, and values, respectively. It is important to
note that only previous tokens are considered when predicting a token. So a masking variable
Mask € R™*™ is incorporated into self-attention to achieve this. The entry (i, k) of Mask has
a value of 0 if 7 < k, and a value of — inf otherwise.

Given a representation H € R™*, the multi-head self-attention function can be defined as

F(H) = Merge(heady, ..., head,)Whead (2.7

where Merge(-) representees a concatenation of its inputs, and Whead ¢ R%*9 represents a pa-
rameter matrix. head; is the output of QKV attention on a sub-space of representation

head; = Attqe(QV), KU V) (2.8)

QUI KU and VU are the queries, keys, and values projected onto the j-th sub-space via linear
transformations

Qi = HW! (2.9)
K0 = HW! (2.10)
vlil = HwY 2.11)

where W?, Wf and W7 € R47 are the parameter matrices of the transformations.
Suppose we have L Transformer blocks. A Softmax layer is built on top of the output of the
last block. The Softmax layer outputs a sequence of m distributions over the vocabulary, like this
Pr(-|zg, ..., Tm—1)

: = Softmax(H/W?) (2.12)
Pr(-|zo, 1)

Pr(-|zo)

where H” is the output of the last Transformer block, and W° € R4*IV| is the parameter matrix.

Figure 2.1 shows the Transformer architecture for language modeling. Applying this language
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Fig. 2.1: The Transformer-decoder architecture for language modeling. The central components are L stacked Trans-
former blocks, each comprising a self-attention sub-layer and an FFN sub-layer. To prevent the model from accessing
the right-context, a masking variable is incorporated into self-attention. The output layer uses a Softmax function to
generate a probability distribution for the next token, given the sequence of previous tokens. During inference, the
model takes the previously predicted token to predict the next one, repeating this process until the end of the sequence
is reached. {zo, ..., Zm—1} denote the inputs of a Transformer block, and {h{, ..., h% _,} denote the outputs of the

last Transformer block.

model follows an autoregressive process. Each time the language model takes a token x;_; as
input and predicts a token x; that maximizes the probability Pr(z;|zo,...,z;—1). It is important
to note that, despite different implementation details, many LLMs share the same architecture
described above. These models are called large because both their depth and width are significant.
Table 2.2 shows the model sizes for a few LLMs, as well as their model setups.

2.1.2 Training LLMs

Now suppose that we are given a training set D comprising K sequences. The log-likelihood of
each sequence x = ...z, in D can be calculated using a language model

Lo(x) = ZlogPrg(xi\xo,...,xi_l) (2.13)
=1

Here the subscript 6 affixed to £(-) and Pr(-) denotes the parameters of the language model. Then,
the objective of maximum likelihood training is defined as

0 = argmax »  Ly(x) (2.14)
xeD

Training Transformer-based language models with the above objective is commonly viewed
as a standard optimization process for neural networks. This can be achieved using gradient de-
scent algorithms, which are widely supported by off-the-shelf deep learning toolkits. Somewhat
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LLM # of Parameters | Depth L | Width d | # of Heads
(Q/KV)

GPT-1 [Radford et al., 2018] 0.117B 12 768 12/12
GPT-2 [Radford et al., 2019] 1.5B 48 1,600 25/25
GPT-3 [Brown et al., 2020] 175B 96 | 12,288 96/96
7B 32 4,096 32/32

LLaMA?2 [Touvron et al., 2023b] 13B 40 5,120 40/40
70B 80 8,192 64/64

8B 32 4,096 32/8

LLaMA3/3.1 [Dubey et al., 2024] 70B 80 8,192 64/8
405B 126 | 16,384 128/8

2B 26 2,304 8/4

Gemma?2 [Team et al., 2024] 9B 42 3,584 16/8
37B 46 4,608 32/16

0.5B 24 896 14/2

Qwen2.5 [Yang et al., 2024] 7B 28 3,584 28/4
72B 80 8,192 64/8

DeepSeek-V3 [Liu et al., 2024a] 671B 61 7,168 128/128
7B 32 4,544 71/71

Falcon [Penedo et al., 2023] 40B 60 8,192 128/128
180B 80 | 14,848 232/232

Mistral [Jiang et al., 2023a] B 32 4,096 32/32

Table 2.2: Comparison of some LLMs in terms of model size, model depth, model width, and number of heads (a/b
means a heads for queries and b heads for both keys and values).

surprisingly, better results were continuously yielded as language models were evolved into more
computationally intensive models and trained on larger datasets [Kaplan et al., 2020]. These suc-
cesses have led NLP researchers to continue increasing both the training data and model size in
order to build more powerful language models.

However, as language models become larger, we confront new training challenges, which
significantly change the problem compared to training relatively small models. One of these
challenges arises from the need for large-scale distributed systems to manage the data, model
parameters, training routines, and so on. Developing and maintaining such systems requires a
significant amount of work in both software and hardware engineering, as well as expertise in deep
learning. A related issue is that when the training is scaled up, we need more computing resources
to ensure the training process can be completed in an acceptable time. For example, it generally
requires hundreds or thousands of GPUs to train an LLM with tens of billions of parameters
from scratch. This requirement drastically increases the cost of training such models, especially
considering that many training runs are needed as these models are developed. Also, from the
perspective of deep learning, the training process can become unstable if the neural networks are
very deep and/or the model size is very large. In response, we typically need to modify the model
architecture to adapt LLMs to large-scale training. In Section 2.2 we will present more discussions
on these issues.
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2.1.3 Fine-tuning LLMs

Once we have pre-trained an LLM, we can then apply it to perform various NLP tasks. Tradi-
tionally language models are used as components of other systems, for example, they are widely
applied to score translations in statistical machine translation systems. By contrast, in generative
Al LLMs are considered complete systems and are employed to address NLP problems by mak-
ing use of their generation nature. A common approach is to describe the task we want to address
in text and then prompt LLMs to generate text based on this description. This is a standard text
generation task where we continue or complete the text starting from a given context.

More formally, let x = =zg...x,, denote a token sequence of context given by users, and
Y = y1...yn denote a token sequence following the context. Then, the inference of LLMs can be
defined as a problem of finding the most likely sequence y based on x:

y = argmaxlogPr(y|x)
y

n
= arg maleog Pr(yilzo, s Tm, Y1y ooy Yio1) (2.15)
Y ooi=1

Here ) ;" log Pr(vi|zo, ..., Tm, Y1, ..., yi—1) essentially expresses the same thing as the right-
hand side of Eq. (2.2). It models the log probability of predicting tokens from position m + 1,
rather than position 0. Throughout this chapter and subsequent ones, we will employ separate
variables x and y to distinguish the input and output of an LLM, though they can be seen as sub-
sequences from the same sequence. By adopting such notation, we see that the form of the above
equation closely resembles those used in other text generation models in NLP, such as neural
machine translation models.

To illustrate how LLMs are applied, consider the problem of determining the grammaticality
for a given sentence. We can define a template like this

{*sentence* }
Question: Is this sentence grammatically correct?
Answer:

Here __ represents the text we intend to generate. {*sentence*} is a placeholder variable that
will be replaced by the actual sentence provided by the users. For example, suppose we have a
sentence “John seems happy today.”. We can replace the {*sentence*} in the template with this
sentence to have an input to the language model

John seems happy today.
Question: Is this sentence grammatically correct?
Answer:

To perform the task, the language model is given the context x =“John seems happy today .\n
Question : Is this sentence grammatically correct?\n Answer :”*. It then generates the following

*\n is a special character used for line breaks.
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text as the answer, based on the context. For example, the language model may output “Yes” (i.e.,
y = “Yes”) if this text is the one with the maximum probability of prediction given this context.

Likewise, we can define more templates to address other tasks. For example, we can translate
an English sentence into Chinese using the following template

{*sentence™ }
Question: What is the Chinese translation of this English sentence?
Answer:

or using an instruction-like template

{*sentence™ }
Translate this sentence from English into Chinese.

or using a code-like template.

[src-lang] = English [tgt-lang] = Chinese [input] = {*sentence* }
[output] =

The above templates provide a simple but effective method to “prompt” a single LLM to per-
form various tasks without adapting the structure of the model. However, this approach requires
that the LLM can recognize and follow the instructions or questions. One way to do this is to incor-
porate training samples with instructions and their corresponding responses into the pre-training
dataset. While this method is straightforward, building and training LLMs from scratch is com-
putationally expensive. Moreover, making instruction-following data effective for pre-training
requires a significant amount of such data, but collecting large-scale labeled data for all tasks of
interest is very difficult.

A second method, which has been a de facto standard in recent research, is to adapt LLMs
via fine-tuning. As such, the token prediction ability learned in the pre-training phase can be
generalized to accomplish new tasks. The idea behind fine-tuning is that some general knowledge
of language has been acquired in pre-training, but we need a mechanism to activate this knowledge
for applying it to new tasks. To achieve this, we can slightly fine-tune the model parameters using
instruction-following data. This approach is called instruction fine-tuning.

An instruction fine-tuning sample, which is represented by a sequence of tokens, can be seen
as a tuple consisting of an input and the desired output. Here, the input includes instructions,
system information (or system prefix), and any other user-provided information®. To illustrate,
consider the following examples (blue text = input and underlined text = output).

5System information refers to a sequence of tokens added at the beginning of an input in order to guide the behavior
of an LLM, such as, you are a helpful assistant and should not output toxic content.
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Read the following sentence, and answer whether it is grammatically correct.
LLMs are powerful models but are expensive to build.

Yes

LLMs are powerful models but are expensive to build.
Does this sentence make sense grammatically?
Answer Option

- Yes

- No

Yes

Yes or No? Yes = the following sentence is grammatically correct. No = it con-
tains grammatical errors.
LLMs are powerful models but are expensive to build.

Yes

All these samples describe the same binary classification task, but with different instructions.
To increase the diversity in the fine-tuning data and make LL.Ms generalize, we can define more
tasks using instructions.

Write a short story about three characters.
Character 1: A boy whose name is Andy.
Character 2: Andy’s dog.

Character 3: Andy’s friend, Jane.

In the heart of a bustling city, Andy, his loyal dog Rocket, and his friend
Jane discovered a hidden garden beneath the glow of twilight. Surrounded by

ancient trees and whispering winds, they shared dreams and secrets, forging an
unbreakable bond. As the night deepened, they made a pact under the stars to
always find magic in the mundane. Together, they realized that true adventure lay

in the moments spent with friends, and every day was a treasure waiting to be
discovered.
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Show me a recipe for making ice cream.

Ingredients:

2 cups heavy cream; 1 cup milk; 3/4 cup sugar; 2 tsp vanilla extract;
Pinch of salt.

Steps:

1. Whisk all ingredients until sugar dissolves.

2. Chill mixture for 2 hours in the fridge.

3. Freeze in a shallow dish, stirring every 30 minutes, 3-4 times.

4. Freeze solid for 2 hours.

5. Serve your homemade ice cream.

If you buy 5 apples and each apple costs $1.20, how much do you spend in total?
$6.00

Write a Python program to calculate the sum of squares of the following numbers.
1,2,10,-9,78

numbers = [1,2,10,-9 ,78]
sum_of_squares = sum(x**2 for x in numbers)

print(sum_of_squares)

To acquire instruction-following abilities, a certain amount of fine-tuning data is required. This
data may include diverse instructions and possible responses. It has been found that scaling the
number of fine-tuning tasks is beneficial for improving the performance of LLMs [Chung et al.,
2022]. Note that although more fine-tuning data is favorable, the amount of this data is generally
orders of magnitude smaller than that of the pre-training data. For example, LLMs can be fine-
tuned with tens or hundreds of thousands of samples, or even fewer if these samples are of high
quality [Zhou et al., 2023a; Chen et al., 2023b], whereas pre-training such models may require
billions or trillions of tokens, resulting in significantly larger computational demands and longer
training times [Touvron et al., 2023a].

It is also worth noting that we should not expect the fine-tuning data to cover all the down-
stream tasks to which we intend to apply LLMs. A common understanding of how the pre-training
+ fine-tuning approach works is that LLMs have gained knowledge for understanding instructions
and generating responses in the pre-training phase. However, these abilities are not fully activated
until we introduce some form of supervision. The general instruction-following behavior emerges
as we fine-tune the models with a relatively small amount of labeled data. As a result, we can
achieve some level of zero-shot learning: the fine-tuned models can handle new tasks that they
have not been explicitly trained or fine-tuned for [Sanh et al., 2022; Wei et al., 2022a]. This zero-
shot learning ability distinguishes generative LLMs from earlier pre-trained models like BERT,
which are primarily fine-tuned for specific tasks.

Once we have prepared a collection of instruction-described data, the fine-tuning process is
relatively simple. This process can be viewed as a standard training process as pre-training, but on
amuch smaller training dataset. Let Dy, be the fine-tuning dataset and 6 be the model parameters
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optimized via pre-training. We can modify Eq. (2.14) to obtain the objective of fine-tuning

6 = argmax Z L (sample) (2.16)

o+ sample€Diune

Here 6 denotes the optimal parameters. The use of notation 6" means that the fine-tuning starts
with the pre-trained parameters 6.

For each sample € Dipe, we divide it into an input segment Xg,mple and an output segment
Ysample> that is,

sample = [ysamplen Xsample] (2.17)
We then define the loss function to be
£é+ (sample) = —log Pré+ (YSample ‘Xsample) (2.18)

In other words, we compute the loss over the sub-sequence ygample, rather than the entire sequence.
In a practical implementation of back-propagation for this equation, the sequence [Ysample, Xsample]
is constructed in the forward pass as usual. However, in the backward pass, error gradients are
propagated back only through the parts of the network that correspond t0 ysample, leaving the rest
of the network unchanged. As an example, consider a sequence

(s) Square this number . 2 . The result is 4 .

Context (Input) Prediction (Output)

The loss is calculated and back propagated only for The result is 4 ..

Instruction fine-tuning also requires substantial engineering work. In order to achieve satis-
factory results, one may experiment with different settings of the learning rate, batch size, number
of fine-tuning steps, and so on. This typically requires many fine-tuning runs and evaluations. The
cost and experimental effort of fine-tuning remain critical and should not be overlooked, though
they are much lower than those of the pre-training phase.

While we focus on instruction fine-tuning for an illustrative example here, fine-tuning tech-
niques play an important role in developing various LLMs and are more widely used. Examples
include fine-tuning LL.Ms as chatbots using dialog data, and adapting these models to handle very
long sequences. The wide application of fine-tuning has led researchers to improve these tech-
niques, such as designing more efficient fine-tuning algorithms. While the research on fine-tuning
is fruitful, in this section we just give a flavour of the key steps involved. We will see more detailed
discussions on this topic in the following chapters.

2.14 Aligning LL.Ms with the World

Instruction fine-tuning provides a simple way to adapt LLMs to tasks that can be well defined. This
problem can broadly be categorized as an alignment problem. Here, alignment is referred to as a
process of guiding LLMs to behave in ways that align with human intentions. The guidance can
come from labeled data, human feedback, or any other form of human preferences. For example,
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we want LL.Ms not only to be accurate in following instructions, but also to be unbiased, truthful,
and harmless. So we need to supervise the models towards human values and expectations. A
common example is that when we ask an LLM how to build a weapon, it may provide a list of key
steps to do so if it is not carefully aligned. However, a responsible model should recognize and
avoid responding to requests for harmful or illegal information. Alignment in this case is crucial
for ensuring that LLMs act responsibly and in accordance with ethical guidelines.

A related concept to alignment is Al safety. One ultimate goal of Al is to build intelligent
systems that are safe and socially beneficial. To achieve this goal we should keep these systems
robust, secure, and subjective, in any conditions of real-world use, even in conditions of misuse
or adverse use. For LLMs, the safety can be increased by aligning them with appropriate human
guidance, such as human labeled data and interactions with users during application.

Alignment is difficult as human values and expectations are diverse and shifting. Sometimes,
it is hard to describe precisely what humans want, unless we see the response of LLMs to user
requests. This makes alignment no longer a problem of tuning LLMs on predefined tasks, but a
bigger problem of training them with the interactions with the real world.

As a result of the concerns with controlling Al systems, there has been a surge in research
on the alignment issue for LLMs. Typically, two alignment steps are adopted after LLMs are
pre-trained on large-scale unlabeled data.

* Supervised Fine-tuning (SFT). This involves continuing the training of pre-trained LLMs
on new, task-oriented, labelled data. A commonly used SFT technique is instruction fine-
tuning. As described in the previous subsection, by learning from instruction-response
annotated data, LLLMs can align with the intended behaviors for following instructions,
thereby becoming capable of performing various instruction-described tasks. Supervised
fine-tuning can be seen as following the pre-training + fine-tuning paradigm, and offers a
relatively straightforward method to adapt LLMs.

* Learning from Human Feedback. After an LLM finishes pre-training and supervised fine-
tuning, it can be used to respond to user requests if appropriately prompted. But this model
may generate content that is unfactual, biased, or harmful. To make the LLM more aligned
with the users, one simple approach is to directly learn from human feedback. For example,
given some instructions and inputs provided by the users, experts are asked to evaluate how
well the model responds in accordance with their preferences and interests. This feedback
is then used to further train the LLM for better alignment.

A typical method for learning from human feedback is to consider it as a reinforcement learn-
ing (RL) problem, known as reinforcement learning from human feedback (RLHF) [Ouyang et al.,
2022]. The RLHF method was initially proposed to address general sequential decision-making
problems [Christiano et al., 2017], and was later successfully employed in the development of
the GPT series models [Stiennon et al., 2020]. As a reinforcement learning approach, the goal of
RLHEF is to learn a policy by maximizing some reward from the environment. Specifically, two
components are built in RLHF:

* Agent. An agent, also called an LM agent, is the LLM that we want to train. This agent
operates by interacting with its environment: it receives a text from the environment and
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outputs another text that is sent back to the environment. The policy of the agent is the
function defined by the LLM, that is, Pr(y|x).

* Reward Model. A reward model is a proxy of the environment. Each time the agent
produces an output sequence, the reward model assigns this output sequence a numerical
score (i.e., the reward). This score tells the agent how good the output sequence is.

In RLHEF, we need to perform two learning tasks: 1) reward model learning, which involves
training a reward model using human feedback on the output of the agent, and 2) policy learning,
which involves optimizing a policy guided by the reward model using reinforcement learning
algorithms. Here is a brief outline of the key steps involved in RLHF.

* Build an initial policy using pre-training and instruction fine-tuning.

» Use the policy to generate multiple outputs for each input, and then collect human feedback
on these outputs (e.g., comparisons of the outputs).

¢ Learn a reward model from the human feedback.

* Fine-tune the policy with the supervision from the reward model.

Figure 2.2 shows an overview of RLHF. Given that this section serves only as a brief intro-
duction to concepts of LLMs, a detailed discussion of RLHF techniques will not be included. We
instead illustrate the basic ideas behind RLHF using a simple example.

Suppose we have trained an LLM via pre-training and instruction fine-tuning. This LLM is
deployed to respond to requests from users. For example, a user may input

How can I live a more environmentally friendly life?

We use the LLM to generate 4 different outputs (denoted by {y1i,...,y4}) by sampling the

output space

Output 1 (y1):

Output 2 (y2):

Output 3 (y3):

Output 4 (y4):

Consider switching to an electric vehicle or bicycle instead of
traditional cars to reduce carbon emissions and protect our planet.
Adopt a minimalist lifestyle. Own fewer possessions to reduce
consumption and the environmental impact of manufacturing and
disposal.

Go off-grid. Generate your own renewable energy and collect
rainwater to become completely self-sufficient and reduce reliance
on non-renewable resources.

Support local farm products to reduce the carbon footprint of
transporting food, while enjoying fresh, healthy food.
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A
Pre-training & Predicting
Supervised fine-tuning
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Fig. 2.2: An overview of RLHF. There are 4 key steps involved: a) training an initial LLM (i.e., policy) using pre-
training and supervised fine-tuning; b) collecting human preference data by ranking the outputs of the LLM; c) training
a reward model using the ranking results; d) RL fine-tuning of the policy based on the reward model. Double line

arrows mean training or fine-tuning.

We then ask annotators to evaluate these outputs. One straightforward way is to assign a rating
score to each output. In this case, the reward model learning problem can be framed as a task of
training a regression model. But giving numerical scores to LLM outputs is not an easy task for
annotators. It is usually difficult to design an annotation standard that all annotators can agree on
and easily follow. An alternative method, which is more popular in the development of LLMs, is
to rank these outputs. For example, a possible ranking of the above outputs is

Y1~ Y4m Y2~ Y3
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A reward model is then trained using this ranking result. In general, a reward model in RLHF
is a language model that shares the same architecture as the target LLM, but with a smaller model
size. Given the input x and output yj, we concatenate them to form a sequence seq;, = [X, yx|.
This sequence is processed from left to right using forced decoding. Since each position can
only access its left context in language modeling, the output of the top-most Transformer layer at
the first position cannot be used as the representation of the sequence. Instead, a special symbol
(e.g., (\s)) is added to the end of the sequence, and the corresponding output of the Transformer
layer stack is considered as the representation of the entire sequence. An output layer, such as a
linear transformation layer, is built on top of this representation to generate the reward, denoted
by R(seqy,) or R(x, ).

We train this reward model using ranking loss. For example, a pair-wise ranking loss function
can be written in the form

Loss(Dr) = —Egy, yi,)~, 10g(Sigmoid(Ry (X, yk,) — Ru(X,¥k,)))  (2.19)

where w represents the parameters of the reward model, and D, represents a set of tuples of an
input and a pair of outputs. (X,yx,,¥Yr,) ~ D, is a sampling operation which draws a sample
(X, Yk s Yk,) from D, with some probability. As an example, suppose we first draw a model
input x with a uniform distribution and then draw a pair of model outputs with a probability of
Yk, > Yk, given x (denoted by Pr(yx, = yx,|x)). The corresponding loss function is given by

Loss, (D,)
= - Z Pr(x) - Pr(yg, > yi,|x) - log(Sigmoid(Ry (X, ¥k, ) — Rw(X,¥k,)))
1
= % Z Pr(yr, > Y, |x) - log(Sigmoid(Ry (X, yk,) — Rw(X,¥k,))) (2.20)

where K represents the number of model inputs involved in sampling. While the form of these
functions may seem complex, their idea is simple: we penalize the model if the predicted ranking
of two outputs differs from the human-labeled ranking. By contrast, the model receives a bonus,
if the predicted ranking matches the human-labeled ranking.

We can train the reward model by minimizing the above ranking loss

& = argminLoss,(D,) (2.21)

w

The resulting model Ry, (-) can be employed to evaluate any given pair of input and output. Note
that although the reward model is trained using a ranking-based objective, it is used for scoring.
This allows it to provide continuous supervision signals, which is very beneficial for training other
models.

We now turn to the policy learning problem. A commonly adopted objective is to maximize
the reward on a set of input-output pairs. Following an analogous form of Eq. (2.16), we obtain a
simple training objective for RL fine-tuning

0 = agmaxBiy, ), Ro( p) 222)
o+

where the optimal parameters 0 are obtained by fine-tuning the pre-trained parameters 0. Dy is
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the RL fine-tuning dataset. For each sample (x,y,, ), X is sampled from a prepared dataset of
input sequences, and y,, is sampled from the distribution Pr;, (y|x) given by the policy.

In practice, more advanced reinforcement learning algorithms, such as proximal policy opti-
mization (PPQ), are often used for achieving more stable training, as well as better performance.
We leave the detailed discussion of reinforcement learning algorithms to the following parts of
this book where RLHF is extensively used for alignment.

An interesting question arises here: why not consider learning from human preferences as
a standard supervised learning problem? This question is closely related to our aforementioned
discussion on the difficulty of data annotation. Often, describing human values and goals is chal-
lenging, and it is even more difficult for humans to provide outputs that are well aligned. As an
alternative, annotating the preferences of a given list of model outputs offers a simpler task. By
doing so, we can create a model that understands human preferences, which can then be used as
a reward model for training policies. From the perspective of machine learning, RLHF is par-
ticularly useful for scenarios where the desired behavior of an agent is difficult to demonstrate
but can be easily recognized by humans. Another advantage of RLHF is its ability to explore the
sample space. By employing sampling techniques, models trained with reinforcement learning
can venture beyond the annotated data set to explore additional samples. This exploratory ability
allows RLHEF to discover potentially beneficial policies that are not immediately apparent from
the labeled data alone.

2.1.5 Prompting LLMs

We have so far shown that LLLMs can be used to perform various tasks by giving them appropriate
prompts. There are no restrictions on these prompts, which can include any information we wish
to ask or communicate with LLLMs, such as natural language instructions and the context of con-
versations. Since this approach requires no additional training or tuning, adapting LLMs becomes
highly efficient once they are developed. This somewhat influences the paradigms in NLP: we
no longer need to develop specific systems for individual tasks but can instead use a single, well-
trained LLM to perform different tasks by prompting it. An appealing aspect of LLM prompting
arises as a result: users can easily have “customized” systems by designing their own prompts
for LLMs. Given the important role played by prompting in LLMs, prompting engineering has
become a very active area of research in NLP.

The term prompt is used in many different ways in the literature. In this chapter, this term
refers to the entire input to LLLMs, and so we use the terms prompt and model input interchange-
ably. Before discussing prompting further, let us first see a few examples where the prompts
are more complex than those presented in the previous subsections. Note that this subsection is
not aimed at writing high-quality prompts but rather at highlighting some interesting issues in
prompting LLMs.

One of the popular ways to use LLMs is to assign them a “role” played in generating responses.
For example, LLMs can act as a psychologist when answering questions.
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Please explain what delayed gratification is?

Note, you are a researcher with a deep background in psychology. Your own
field of study is developmental psychology in children, with a focus on aspects
of control and intelligence. You are very familiar with the concept of delayed
gratification and have applied it to your own research. You have published papers
on delayed gratification and conducted related experiments.

Delayed gratification is the process of resisting an immediate reward in

anticipation of receiving a more valuable reward in the future. It is a significant
concept in developmental psychology, especially in relation to how children learn
self-control and develop cognitive abilities. Research shows that the ability to

delay gratification is associated with positive outcomes in academic performance,
social competence, and emotional well-being. Studies and experiments in this
area highlight the importance of cultivating this skill early in life to support
long-term success and resilience.

Another example is the use of LLMs in detecting and correcting errors such as syntactic or
semantic mistakes in text. For an LLM which is trained on both code and natural language data,
we may use it for code debugging®.

Fix the bugs in this C language program.

#include <stdio.h>

int main() {
printg("Hello, World!")
return 0;

}

1. The function name ’printg’ is incorrect . It should be ’printf’.
2. There is a missing semicolon at the end of the ’printf’ function call.

Here is the corrected version of the program:

#include <stdio.h>

int main() {
printf("Hello, World!");
return O;

Also, LLMs can be fine-tuned to act as a conversation partner ’.

%In this example, the code is not tokenized for easier reading.

"To fine-tune an LLM for multi-turn dialogue, one needs to consider conversation history in the context for pre-
dicting the response in the current round of conversation. This makes the actual prompt used in response generation
relatively longer than that used in single-turn dialogue.
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Hi! I’m an assistant. How can I help you?
Who won the FIFA World Cup 2022?
Argentina won the FIFA World Cup 2022.
Where was it held?

The 2022 FIFA World Cup was held in Qatar.

How many times has Argentina won the World Cup?

Argentina has won the FIFA World Cup three times.

These examples and previous ones have shown that appropriate responses can be generated
via prompts involving clear instructions and questions. However, when problem solving requires
knowledge that is not explicitly specified, LLMs may make mistakes, even though the instructions
are sufficiently clear and precise. A family of challenging tasks for LLMs involves arithmetic
reasoning and commonsense reasoning. For example, we can ask an LLM to solve primary school
math problems presented in natural language.

Jack has 7 apples. He ate 2 of them for dinner, but then his mom gave him 5 more
apples. The next day, Jack gave 3 apples to his friend John. How many apples
does Jack have left in the end?

The answer is 10.

The correct answer should be 7, so the model output is incorrect.

One approach to addressing such issues is to incorporate learning into prompts, called in-
context learning or (ICL). The idea of ICL is to demonstrate the ways to solve problems in
prompts, and condition predictions on these demonstrations. Here is an example where a similar
problem and the corresponding answer are presented in the prompt (green = demonstrations).

Tom has 12 marbles. He wins 7 more marbles in a game with his friend but then
loses 5 marbles the next day. His brother gives him another 3 marbles as a gift.
How many marbles does Tom have now?

The answer is 17.

Jack has 7 apples. He ate 2 of them for dinner, but then his mom gave him 5 more
apples. The next day, Jack gave 3 apples to his friend John. How many apples
does Jack have left in the end?

The answer is 12.

But the LLM still made mistakes this time. A reason for this might be that solving math
problems does not only involve problem-answer mappings but also, to a larger extent, the under-
lying logical inference in multiple steps. A method to improve the inference abilities of LLMs
is chain-of-thought prompting (COT prompting) [Wei et al., 2022c]. In COT prompting, we
decompose complex reasoning problems into multiple problem-solving intermediate steps. These
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steps are demonstrated in prompts so that LLMs can be prompted to learn to mimic the underlying
thought processes in solving the problems. COT prompting has been found to be very useful for
achieving good results on challenging tasks, such as the GSM8K mathematical reasoning bench-
mark.

Consider the above demonstration example Tom has 12 marbles. He wins 7 more marbles in
a game with his friend but then loses 5 marbles the next day. His brother gives him another 3
marbles as a gift. How many marbles does Tom have now ?. The corresponding logical reasoning
steps can be structured:

1. Tom starts with 12 marbles.

2. He wins 7 more marbles in a game, so we add those to his initial count: 12 marbles + 7
marbles = 19 marbles.

3. The next day, Tom loses 5 marbles, so we subtract those from his current total: 19 marbles
- 5 marbles = 14 marbles.

4. His brother gives him 3 more marbles, so we add those to his current total: 14 marbles + 3
marbles = 17 marbles.

5. After all these events, Tom has 17 marbles.

We can add these reasoning steps into the prompt, and get the correct answer.

Tom has 12 marbles. He wins 7 more marbles in a game with his friend but then
loses 5 marbles the next day. His brother gives him another 3 marbles as a gift.
How many marbles does Tom have now?

Tom initially has 12 marbles. After winning a game, he gains 7 more, increasing
his total to 19 marbles. He loses 5 marbles the next day, bringing his total down
to 14 marbles. His brother gifts him 3 more marbles, increasing his total to 17
marbles. Therefore, Tom now has 17 marbles. So the answer is 17.

Jack has 7 apples. He ate 2 of them for dinner, but then his mom gave him 5 more
apples. The next day, Jack gave 3 apples to his friend John. How many apples
does Jack have left in the end?

Jack starts with 7 apples. He eats 2 apples for dinner, so we subtract 2 from 7,
leaving him with 5 apples. His mom gives him 5 more apples, adding 5 to his
current total. Now he has 5 + 5 =10 apples. The next day, Jack gives 3 apples to
his friend John. Subtracting 3 from 10, Jack is left with 7 apples. Therefore, Jack
has 7 apples left. So the answer is 7.

This approach is also called one-shot COT prompting. Likewise, we can add more demon-
strations to have a few-shot COT prompting approach.

Furthermore, a special kind of COT, zero-shot COT, introduces instructions that provoke
LLMs to think, without presenting any intermediate reasoning steps in the prompts [Kojima et al.,
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2022]. An interesting example is that by appending a simple sentence “Let’s think step by step.”
to the end of a prompt, LLMs can generate reasoning steps to reach the final answer.

Jack has 7 apples. He ate 2 of them for dinner, but then his mom gave him 5 more
apples. The next day, Jack gave 3 apples to his friend John. How many apples
does Jack have left in the end?

Let’s think step by step.

1. Initial Quantity: Jack starts with 7 apples.

2. After Dinner: He eats 2 apples, so 7 — 2 = 5 apples remain.

3. His Mom Gives More: His mom gives him 5 more apples, so 5 + 5 = 10
apples are now with him.

4. Giving to John: The next day, Jack gives 3 apples to his friend John,
so 10 — 3 = 7 apples are left.

In the end, Jack has 7 apples left.

Zero-shot, one-shot, and few-shot learning are common concepts in the area of in-context
learning for LLMs and are not restricted to COT prompting. Broadly speaking, any prompting
that involves only simple instructions without any demonstrations can be considered a form of
zero-shot learning. This zero-shot learning ability emerges as LLMs are pre-trained and/or fine-
tuned. Also, one-shot and few-shot learning methods are more often considered when LLMs do
not acquire the corresponding zero-shot learning ability. These methods are therefore important
for in-context learning when addressing new tasks. Examples include those for performing various
NLP tasks by demonstrating task-formatted samples. See the following examples for sentiment
sentence classification and phrase translation via few-shot learning.

Given the following text snippets, classify their sentiment as Positive, Negative,
or Neutral.

Example 1: “I had an amazing day at the park!”
Sentiment: Positive

Example 2: “The service at the restaurant was terrible.”
Sentiment: Negative

Example 3: “I think it’s going to rain today.”

Sentiment: Neutral

Text: “This movie was a fantastic journey through imagination.”
Sentiment: Positive
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Translate the following Chinese phrases into English.
Example 1: “/R%F”

Translation: “Hello”

Example 2: “Hf#f /3>

Translation: “Thank you™

Phrase to translate: “5 b 4§
Translation: “Good Morning”

Above, we have presented examples to illustrate the fundamental in-context learning capa-
bilities of prompting LLMs. This section, however, does not include more advanced prompting
techniques in order to keep the content concise and compact. More discussions on prompting can
be found in Chapter 3.

2.2 Training at Scale

As a first step in developing LLMs, we need to train these models on large amounts of data.
The training task is itself standard: the objective is to maximize the likelihood, which can be
achieved via gradient descent. However, as we scale up both the model size and the amount
of data, the problem becomes very challenging, for example, large models generally make the
training unstable. In this section, we discuss several issues of large-scale training for LLMs,
including data preparation, model modification, and distributed training. We also discuss the
scaling laws for LL.Ms, which help us understand their training efficiency and effectiveness.

2.2.1 Data Preparation

The importance of data cannot be overstated in NLP. As larger neural networks are developed,
the demand for data continues to increase. For example, developing LLMs may require trillions
of tokens in pre-training (see Table 2.3), orders of magnitude larger than those used in training
conventional NLP models. In general, we may want to gather as much training data as possible.
However, larger training datasets do not mean better training results, and the development of
LLMs raises new issues in creating or collecting these datasets.

A first issue is the quality of data. High-quality data has long been seen as crucial for training
data-driven NLP systems. Directly using raw text from various sources is in general undesirable.
For example, a significant portion of the data used to train recent LLMs comes from web scraping,
which may contain errors and inappropriate content, such as toxic information and fabricated
facts. Also, the internet is flooded with machine-generated content due to the widespread use of
Al presenting further challenges for processing and using web-scraped data. Researchers have
found that training LL.Ms on unfiltered data is harmful [Raffel et al., 2020]. Improving data quality
typically involves incorporating filtering and cleaning steps in the data processing workflow. For
example, Penedo et al. [2023] show that by adopting a number of data processing techniques, 90%
of their web-scraped data can be removed for LLM training. In addition to large-scale web-scraped
data, LLM training data often includes books, papers, user-generated data on social media, and
so on. Most of the latest LLMs are trained on such combined datasets, which are found to be
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LLM # of Tokens | Data
GPT3-175B [Brown et al., 2020] 0.5T | Webpages, Books, Wikipedia
Falcon-180B [Almazrouei et al., 2023] 3.5T | Webpages, Books, Conversations,

Code, Technical Articles
LLaMAZ2-65B [Touvron et al., 2023a] 1.0T ~ 1.4T | Webpages, Code, Wikipedia,
Books, Papers, Q&As

PalLM-450B [Chowdhery et al., 2022] 0.78T | Webpages, Books, Conversations,
Code, Wikipedia, News
Gemma-7B [Gemma Team, 2024] 6T | Webpages, Mathematics, Code

Table 2.3: Amounts of training data used in some LLMs in terms of the number of tokens.

important for the strong performance of the resulting models.

A second issue is the diversity of data. We want the training data to cover as many types of
data as possible, so that the trained models can adapt to different downstream tasks easily. It has
been widely recognized that the quality and diversity of training data both play very important
roles in LLMs. An interesting example is that incorporating programming code into training data
has been found to be beneficial for LLMs. The benefits are demonstrated not only in enhancing the
programming abilities of LLMs, but also in improving reasoning for complex problems, especially
those requiring COT prompting. The concept “diversity” can be extended to include language
diversity as well. For example, many LL.Ms are trained on multi-lingual data, and therefore we
can handle multiple languages using a single model. While this approach shows strong abilities
in multi-lingual and cross-lingual tasks, its performance on specific languages largely depends on
the volume and quality of the data for those languages. It has been shown in some cases to provide
poor results for low-resource languages.

A third issue is the bias in training data. This is not a problem that is specific to LLMs but
exists in many NLP systems. A common example is gender bias, where LL.Ms show a preference
for one gender over another. This can partly be attributed to class imbalance in the training data,
for example, the term nurses is more often associated with women. In order to debias the data,
it is common practice to balance the categories of different language phenomena, such as gender,
ethnicity, and dialects. The bias in data is also related to the diversity issue mentioned above.
For example, since many LLMs are trained and aligned with English-centric data, they are bi-
ased towards the cultural values and perspectives prevalent among English-speaking populations.
Increasing language diversity in training data can somewhat mitigate the bias.

Another issue with collecting large-scale data is the privacy concern. If LLMs are trained
on data from extensive sources, this potentially leads to risks regarding the exposure of sensitive
information, such as intellectual property and personal data. This is particularly concerning given
the capacity of LLMs to represent patterns from the data they are trained on, which might in-
advertently involve memorizing and reproducing specific details. A simple approach to privacy
protection is to remove or anonymize sensitive information. For example, anonymization tech-
niques can be applied to remove personally identifiable information from training data to prevent
LLMs from learning from such data. However, in practice, erasing or redacting all sensitive data
is difficult. Therefore, many LLLMs, particularly those launched for public service, typically work
with systems that can detect the potential exposure of sensitive data, or are fine-tuned to reject
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certain requests that could lead to information leakage.

2.2.2 Model Modifications

Training LLMs is difficult. A commonly encountered problem is that the training process be-
comes more unstable as LLMs get bigger. For example, one needs to choose a small learning rate
to achieve stable training with gradient descent, but this in turn results in much longer training
times. Sometimes, even when the training configuration is carefully designed, training may di-
verge at certain points during optimization. The training of LLMs is generally influenced by many
factors, such as parameter initialization, batching, and regularization. Here, we focus on common
modifications and improvements to the standard Transformer architecture, which are considered
important in developing trainable LLMs.

2.2.2.1 Layer Normalization with Residual Connections

Layer normalization is used to stabilize training for deep neural networks. It is a process of
subtracting the mean and dividing by the standard deviation. By normalizing layer output in
this way, we can effectively reduce the covariate shift problem and improve the training stability.
In Transformers, layer normalization is typically used together with residual connections. As
described in Section 2.1.1, a sub-layer can be based on either the post-norm architecture, in which
layer normalization is performed right after a residual block, or the pre-norm architecture, in
which layer normalization is performed inside a residual block. While both of these architectures
are widely used in Transformer-based systems [Wang et al., 2019], the pre-norm architecture has
proven to be especially useful in training deep Transformers. Given this, most LLMs are based on
the pre-norm architecture, expressed as output = LNorm(F (input)) + input.

A widely-used form of the layer normalization function is given by

LNorm(h) = «- + 4 (2.23)

where h is a d-dimensional real-valued vector, p is the mean of all the entries of h, and o is the
corresponding standard deviation. e is introduced for the sake of numerical stability. o € R¢ and
3 € RY are the gain and bias terms.

A variant of layer normalization, called root mean square (RMS) layer normalization, only
re-scales the input vector but does not re-center it [Zhang and Sennrich, 2019]. The RMS layer
normalization function is given by

h
LNorm(h) = a-—+§ (2.24)

Orms 1 €

. . 1 . .
where o, 18 the root mean square of h, that is, o = (% Zﬁzl h%) 2. This layer normalization
function is used in LLMs like the LLLaMA series.
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2.2.2.2 Activation Functions in FFNs

In Transformers, FFN sub-layers are designed to introduce non-linearities into representation
learning, and are found to be useful for preventing the representations learned by self-attention
from degeneration® [Dong et al., 2021]. A standard form of the FFNs used in these sub-layers can
be expressed as

FFN(h) = o(hW), +b,)W; + by (2.25)

where W), € R¥* b, € R%, W, € R%*4 and by € R? are the parameters, and dJ, is the
hidden size. o(-) is the activation function of the hidden layer. A common choice for o(-) is the
rectified linear unit (ReLU), given by

oreln(h) = max(0,h) (2.26)

In practical implementations, increasing dj, is helpful and thus it is often set to a larger number
in LLMs. But a very large hidden size poses challenges for both training and deployment. In this
case, the design of the activation function plays a relatively more important role in wide FFNs.
There are several alternatives to the ReLU in LLMs. One of these is the gaussian error linear
unit (GeLU) which can be seen as a smoothed version of the Rel.U. Rather than controlling the
output by the sign of the input, the GeLU function weights its input by the percentile Pr(h < h).
Here h is a d-dimensional vector whose entries are drawn from the standard normal distribution
Gaussian(0, 1)°. Specifically, the GeLU function is defined to be

Ogelu(h) = hPr(h <h)
= ho(h) (2.27)

where ®(h) is the cumulative distribution function of Gaussian(0, 1), which can be implemented
in convenient ways [Hendrycks and Gimpel, 2016]. The GeLU function has been adopted in
several LLMs, such as BERT, GPT-3, and BLOOM.

Another family of activation functions which is popular in LLMs is gated linear unit (GLU)-
based functions. The basic form of GLUs is given by

ngu(h) = a(hW1 + bl) ® (W2 + bg) (2.28)

where W, € R¥*? by € RY, Wy € R4, and by € R? are model parameters. Different choices
of o(-) result in different versions of GLU functions. For example, if o(-) is defined to be the
GeLU function, we will have the GeGLU function

Ugeglu(h) = Jgelu(hwl + b1) ® (W2 + bg) (2.29)

This activation function has been successfully applied in LLMs like Gemma.

As another example, consider o(-) to be the Swish function ogyish(h) = h ® Sigmoid(ch)

8Here degeneration refers to the phenomenon in which the rank of a matrix is reduced after some processing.
°Pr(h < h) is an informal notation. It refers to a vector, with each entry representing the percentile for the
corresponding entry of h.
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[Ramachandran et al., 2017]. Then, the SwiGLU function is given by

Oswighi(h) = Ogwish(hW1 4+ b1) © (W3 + bo) (2.30)

Both the PaLM and LLaMA series are based on the SwiGLU function. For more discussions of
GLUs, the reader can refer to Shazeer [2020]’s work.

2.2.2.3 Removing Bias Terms

Another popular model design is to remove the bias terms in affine transformations used in LLMs.
This treatment can be applied to layer normalization, transformations of the inputs to QKV atten-
tion, and FFNs. For example, we can modify Eq. (2.25) to obtain an FFN with no bias terms

FFN(h) = o(hW,)W; 2.31)

Chowdhery et al. [2022] report that removing bias terms helps improve the training stability
of LLMs. This method has been used in several recent LLMs, such as LLaMA and Gemma.

2.2.2.4 Other Issues

Many LLMs also involve modifications to their positional embedding models. For example, one
can replace sinusoidal positional encodings with rotary position embeddings so that the learned
LLM:s can handle long sequences better. These models will be discussed in Section 2.3.

Note that while model modifications are common in training LL.Ms, the stability of training
can be improved in many different ways. For example, increasing the batch size as the training
proceeds has been found to be useful for some LLMs. In general, achieving stable and efficient
large-scale LLM training requires carefully designed setups, including learning schedules, opti-
mizer choices, training parallelism, mixed precision training, and so on. Some of these issues are
highly engineered, and therefore, we typically need a number of training runs to obtain satisfactory
LLMs.

2.2.3 Distributed Training

Training LL.Ms requires significant amounts of computational resources. A common approach to
improving training efficiency is to use large-scale distributed systems. Fortunately, alongside the
rise of neural networks in Al, deep learning-oriented software and hardware have been developed,
making it easier to implement LL.Ms and perform computations. For example, one can now easily
fine-tune an LLM using deep learning software frameworks and a machine with multiple GPUs.
However, scaling up the training of LLMs is still challenging, and requires significant efforts in
developing hardware and software systems for stable and efficient distributed training.

An important consideration of distributed training is parallelism. There are several forms
of parallelism: data parallelism, model parallelism, tensor parallelism, and pipeline parallelism.
Despite different ways to distribute computations across devices, these parallelism methods are
based on a similar idea: the training problem can be divided into smaller tasks that can be ex-
ecuted simultaneously. The issue of parallelism in training LLMs has been extensively studied
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[Narayanan et al., 2021; Fedus et al., 2022]. Here we sketch the basic concepts.

* Data Parallelism. This method is one of the most widely used parallelism methods for
training neural networks. To illustrate, consider the simplest case where the standard delta
rule is used in gradient descent

aLGt (Dmini)

%, (2.32)

Opp1 = Oy —lr-

where the new parameters 6, is obtained by updating the latest parameters 6; with a small
step [r in the direction of the negative loss gradient. %me) is the gradient of the loss
with respect to the parameters 6;, and is computed on a minibatch of training sample Dyin;.
In data parallelism, we divide Dy,j,; into N smaller batches, denoted by {Dl, .., DN }.
Then, we distribute these batches to /N workers, each with a corresponding batch. Once
the data is distributed, these workers can work at the same time. The gradient of the entire

minibatch is obtained by aggregating the gradients computed by the workers, like this

OLg, (Dnini) OLg, (DY)  0Lg,(D?) OLg,(DN)
= ’ ceegp 7 7 2.33
90, 20, o0, T o (2.33)
worker 1 worker 2 worker N

In ideal cases where the workers coordinate well and the communication overhead is small,
data parallelism can achieve nearly an N-fold speed-up for training.

* Model Parallelism. Although data parallelism is simple and effective, it requires each
worker to run the entire LLM and perform the complete forward and backward process.
As LLMs grow larger, it sometimes becomes unfeasible to load and execute an LLM on a
single device. In this case, we can decouple the LLM into smaller components and run these
components on different devices. One simple way to do this is to group consecutive layers
in the layer stack and assign each group to a worker. The workers operate in the order of
the layers in the stack, that is, in the forward pass we process the input from lower-level to
upper-level layers, and in the backward pass we propagate the error gradients from upper-
level to lower-level layers. Consider, for example, a Transformer decoder with L stacked
blocks. To distribute the computation load, each block is assigned to a worker. See the
following illustration for a single run of the forward and backward passes of this model.

Worker L Br () Br (V)

Worker 2 By (1) Bs (V)

Worker 1|/ B; (1) By (1)

Here B; denotes the computation of block [/, and the symbols 1 and | denote the forward and
backward passes, respectively. Note that this parallelism method forces the workers to run
in sequence, so a worker has to wait for the previous worker to finish their job. This results
in the devices being idle for most of the time. In practical systems, model parallelism is
generally used together with other parallelism mechanisms to maximize the use of devices.
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* Tensor Parallelism. Parallelism can also be performed in a single computation step. A
common example is splitting a large parameter matrix into chunks, multiplying an input
tensor with each of these chunks separately, and then concatenating the results of these
multiplications to form the output. For example, consider the multiplication of the repre-
sentation h € R with the parameter matrix W;, € R?*?: in an FFN sub-layer (see Eq.
(2.25)). We can slice the matrix W, € R%*dn vertically to a sequence of M sub-matrices

W, = (WL Wi o WY (2.34)

where each sub-matrix Wl;i has a shape of d x dﬁh. The multiplication of h with W}, can be
expressed as

hW, — h{W}L w2 W;ﬂ
= [aw} nwWi .. hw}] (2.35)

We can perform matrix multiplications {hW}, hW?% ... hW>»} on M devices separately.
As a result, we distribute a large matrix multiplication across multiple devices, each of
which may have relatively small memory. From the perspective of the design of modern
GPUs, tensor parallelism over GPUs provides a two-level, tile-based approach to parallel
computing. First, at a higher level, we decompose a matrix multiplication into sub-matrix
multiplications that can directly fit into the memory of GPUs. Then, at a lower level, we
execute these sub-matrix multiplications on GPUs using tile-based parallel algorithms that
are specifically optimized for GPUs.

* Pipeline Parallelism. Above, in model parallelism, we have described a simple approach
to spreading groups of model components across multiple devices. But this method is in-
efficient because only one device is activated at a time during processing. Pipeline par-
allelism addresses this issue by introducing overlaps between computations on different
devices [Harlap et al., 2018; Huang et al., 2019]. To do this, a batch of samples is divided
into a number of micro-batches, and then these micro-batches are processed by each worker
as usual. Once a micro-batch is processed by a worker and passed to the next one, the
following micro-batch immediately occupies the same worker. In other words, we create
a pipeline in which different computation steps can overlap if multiple jobs are given to
the pipeline. The following shows an illustration of pipeline parallelism for processing 3
micro-batches.

Worker L BL,l BLyg BL13 BL71 BL72 BL73
‘Worker 2 B2,1 B2’2 B2,3 B2,1 B272 Bz,g
‘Worker 1 B1,1 B112 B1,3 Bl,l B1,2 B1,3

Here B, represents the processing of the k-th micro-batch by the [-th worker. Ideally we
would like to maximize the number of micro-batches, and thus minimize the idle time of the
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workers. However, in practice, using small micro-batches often reduces GPU utilization and
increases task-switching costs. This may, in turn, decrease the overall system throughput.

The ultimate goal of parallel processing is to achieve linear growth in efficiency, that is, the
number of samples that can be processed per unit of time increases linearly with the number of
devices. However, distributed training is complicated, and influenced by many factors in addition
to the parallelism method we choose. One problem, which is often associated with distributed
systems, is the cost of communication. We can think of a distributed system as a group of net-
worked nodes. Each of these nodes can perform local computation or pass data to other nodes. If
there are a large number of such nodes, it will be expensive to distribute and collect data across
them. Sometimes, the time savings brought about by parallelism are offset by the communica-
tion overhead of a large network. Another problem with large-scale distributed systems is that
the synchronization of nodes introduces additional costs. As is often the case, some nodes may
take longer to work, causing others to wait for the slowest ones. While we can use asynchronous
training to handle heterogeneity in computational resources, this may lead to stale gradients and
non-guaranteed convergence. Moreover, as more nodes are added to the network, there is more
chance to have crashed nodes during training. In this case, we need to ensure that the whole
system is fault tolerant. In many practical settings, to increase scalability, one needs to take into
account additional issues, including architecture design, data transfer and computation overlap,
load balancing, memory bandwidth and so on.

Training LLMs is so computationally expensive that, even though distributed training is al-
ready in use, researchers and engineers often still employ various model compression and speed-
up methods to improve training efficiency [Weng, 2021]. One example is mixed precision training,
in which low precision data (such as FP16 and FP8 data) is used for gradient computation on each
individual node, and single or double precision data (such as FP32/FP64 data) is used for updating
the model [Micikevicius et al., 2018]. A key operation in this approach is gradient accumulation
where gradients need to be accumulated and synchronized across nodes. However, due to the
non-associativity of floating-point addition, this can lead to slight numerical differences in accu-
mulated gradients on different nodes, which may affect model convergence and final performance.
This problem is more obvious if there are a large number of nodes involved in distributed training,
especially given that low-precision numerical computations may encounter overflow and under-
flow issues, as well as inconsistencies across different hardware devices. Therefore, the design of
distributed systems needs to consider these numerical computation issues to ensure satisfactory
results and convergence.

2.2.4 Scaling Laws

The success of LLMs reveals that training larger language models using more resources can lead
to improved model performance. Researchers have explained this as scaling laws of LLMs. More
specifically, scaling laws describe the relationships between the performance of LLMs and the
attributes of LLM training, such as the model size, the amount of computation used for training,
and the amount of training data. For example, Hestness et al. [2017] show that the performance of
deep neural networks is a power-law-like function of the training data size. In the beginning, when
the amount of training data is not large, the performance of the model improves slowly. Afterward,
when more training data is used, the model enters a phase of rapid performance improvement, and
the performance curve resembles a power-law curve. Ultimately, the improvement in performance
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Fig. 2.3: A scaling law of test error against a variable of interest (e.g., training dataset size) [Hestness et al., 2017]. The
curve of the scaling law can be divided into three phases. At the beginning, the number of test errors decreases slowly
when more training data is used, but this only lasts for a short period. In the second phase, the number of test errors
decreases drastically, and the curve becomes a power law curve. After that, the error reduction slows down again in the
third phase. Note that there are irreducible errors that cannot be eliminated, regardless of the amount of training data.

becomes slow again, and more data does not lead to significant gains. Figure 2.3 shows an example
of such curves.

In NLP, a traditional view holds that the performance gains will disappear at a certain point
as the training is scaled up. However, recent results show that, if we consider the problem on
a larger scale, scaling up training is still a very effective method for obtaining stronger LLMs.
For example, both closed-source and open-source LLMs can benefit from more data, even though
trillions of tokens have already been used for training.

With the increase in the scale of model training, LLMs exhibit new capabilities, known as the
emergent abilities of LLMs. For example, Wei et al. [2022b] studied the scaling properties of
LLM:s across different model sizes and amounts of computational resources. Their work shows
that some abilities emerge when we scale the model size to certain level. The appearance of
emergent abilities has demonstrated the role of scaled training in enhancing the performance of
LLM:s, and it has also, to some extent, motivated researchers to continuously attempt to train larger
models. As larger and stronger LMs continue to appear, our understanding of the scaling laws
continues to mature. This helps researchers predict the performance of LLMs during training and
estimate the minimal computational resources required to achieve a given level of performance.

To understand how model performance scales with various factors considered during training,
it is common to express the model performance as a function of these factors. For example, in
the simplest case, we can express the loss or error of an LLM as a function of a single variable of
interest. However, there are no universal scaling laws that can describe this relationship. Instead,
different functions are proposed to fit the learning curves of LLMs.

Let = be the variable of interest (such as the number of model parameters) and £(x) be the
loss of the model given x (such as the cross-entropy loss on test data). The simplest form of £(x)
is a power law

L(z) = ax’ (2.36)
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Fig. 2.4: Test loss against model size (/V) and training dataset size (D) (data points are plotted for illustrative purposes).

We plot test loss as a function of N, which is defined as L(N) = (—s.stmlB )70'076

defined as £(D) = (L) 0.0 [Kaplan et al., 2020].

5.4x1013

, and a function of D, which is

where a and b are parameters that are estimated empirically. Despite its simplicity, this func-
tion has successfully interpreted the scaling ability of language models and machine transla-
tion systems in terms of model size (denoted by N) and training dataset size (denoted by D)
[Gordon et al., 2021; Hestness et al., 2017]. For example, Kaplan et al. [2020] found that the per-
formance of their language model improves as a power law of either N or D after an initial

transient period, and expressed these relationships using L(N) = (ﬁ)_o'o76 and L(D) =

—0.095 i
(52570m) (see Figure 2.4).
An improvement to this scaling law is to add an irreducible error term to the power law. The

form of £(x) is then given by

L(z) = azxb+ex (2.37)

where €, is the irreducible error that accounts for the error due to unknown variables, which is
present even as x — oo. Eq. (2.37) is one of the most widely used forms for designing scaling
laws of LLMs. For example, Rosenfeld et al. [2020] developed a scaling law that involves both
model scaling and dataset scaling, like this

L(N,D) = aN®+4¢D+ ey (2.38)

An example of such formulation is the Chinchilla scaling law. It states that the test loss per
token is the sum of the inverse proportion functions of NV and D, with an additional irreducible
error term. Hoffmann et al. [2022] express this scaling law as

406.4 410.7
N—— SN—— irreducible error

model scaling dataset scaling

All the scaling laws mentioned above are based on monotonic functions. So they cannot cover
functions with inflection points, such as double descent curves. In response, researchers have
explored more sophisticated functions to fit the learning curves. Examples of such functions can
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be found in Alabdulmohsin et al. [2022] and Caballero et al. [2023]’s work.

The significance of scaling laws lies in providing directional guidance for LLM research: if
we are still in the region of the power law curve, using more resources to train larger models is a
very promising direction. While this result “forces” big research groups and companies to invest
more in computational resources to train larger models, which is very expensive, scaling laws
continuously push the boundaries of Al further away. On the other hand, understanding scaling
laws helps researchers make decisions in training LLMs. For example, given the computational
resources at hand, the performance of LLMs may be predicted.

One last note on scaling laws in this section. For LLMs, a lower test loss does not always
imply better performance on all downstream tasks. To adapt LLMs, there are several steps such
as fine-tuning and prompting that may influence the final result. Therefore, the scaling laws for
different downstream tasks might be different in practice.

2.3 Long Sequence Modeling

We have already seen that, in large-scale training, larger language models can be developed by us-
ing more data and computational resources. However, scaling up can also occur in other directions.
For instance, in many applications, LLMs are adapted to process significantly long sequences. An
interesting example is that we pre-train an LLM on extensive texts of normal length and then ap-
ply it to deal with very long token sequences, far beyond the length encountered in pre-training.
Here we use Pr(y|x) to denote the text generation probability where x is the context and y is the
generated text. There are broadly three types of long sequence modeling problems.

» Text generation based on long context (i.e., x is a long sequence). For example, we
generate a short summary for a very long text.

* Long text generation (i.e., y is a long sequence). For example, we generate a long story
based on a few keywords.

* Long text generation based on long context (i.e., both x and y are long sequences). For
example, we translate a long document from Chinese to English.

Recently, NLP researchers have been more interested in applying and evaluating LLMs on
tasks where extremely long input texts are involved. Imagine an LLM, which reads a C++ source
file containing tens of thousands of lines, and outlines the functionality of the program correspond-
ing to the source file. Such models, capable of handling extensive textual contexts, are sometimes
called long-context LLMs. In this section we will restrict ourselves to long-context LLMs, but
the methods discussed here can be applicable to other problems.

For Transformers, dealing with long sequences is computationally expensive, as the computa-
tional cost of self-attention grows quadratically with the sequence length. This makes it infeasible
to train and deploy such models for very long inputs. Two strands of research have tried to adapt
Transformers to long-context language modeling.

* The first explores efficient training methods and model architectures to learn self-attention
models from long-sequence data.
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* The other adapts pre-trained LLMs to handle long sequences with modest or no fine-tuning
efforts.

Here, we will discuss the former briefly since it can be found in general discussions of efficient
Transformer architectures [Tay et al., 2020; Xiao and Zhu, 2023]. We will focus on the latter,
highlighting popular methods in recent LLMs. We will also discuss the strengths and limitations
of these long-sequence models.

2.3.1 Optimization from HPC Perspectives

We begin our discussion by considering improvements to standard Transformer models from the
perspectives of high-performance computing. Most of these improvements, though not specifi-

cally designed for LLMs, have been widely applied across various deep learning models [Kim et al.

2023]. A commonly used approach is to adopt a low-precision implementation of Transformers.
For example, we can use 8-bit or 16-bit fixed-point data types for arithmetic operations, instead
of 32-bit or 64-bit floating-point data types. Using these low-precision data types can increase
the efficiency and memory throughput, so that longer sequences can be processed more easily.
An alternative approach is to improve Transformers by using hardware-aware techniques. For
example, on modern GPUs, the efficiency of Transformers can be improved by using 10-aware
implementations of the self-attention function [Dao et al., 2022; Kwon et al., 2023].

Another way to handle long sequences is through sequence parallelism [Li et al., 2023b;
Korthikanti et al., 2023]. Specifically, consider the general problem of attending the query q;
at the position ¢ to the keys K and values V. We can divide K by rows and obtain a set of sub-
matrices {Km, ey K[”“}}, each corresponding to a segment of the sequence. Similarly, we can
obtain the sub-matrices of V, denoted by {V[”, .., Vil }. Then, we assign each pair of K and
V!4l to a computing node (e.g., a GPU of a GPU cluster). The assigned nodes can run in parallel,
thereby parallelizing the attention operation.

Recall that the output of the self-attention model can be written as
m—1
Attge (0, K, V) = > v (2.40)
j=0

where «; ; is the attention weight between positions 7 and j. In Transformers, «; ; is obtained
by normalizing the rescaled version of the dot product between q; and k;. Let 3; ; denote the
attention score between q; and k;. We have

ik .
Bij = q\/a]—l—Mask(z,]) (2.41)

where Mask (i, j) is the masking variable for (4, j). Then, we define the attention weight «; ; to
be

a;; = Softmax(3; ;)

Zj/ eXP(ﬂzﬁj’)

2
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On each computing node, we need to implement these equations. Given the keys and values
assigned to this node, computing the numerator of the right-hand side of Eq. (2.42) (i.e., exp(/3; ;))
is straightforward, as all the required information is stored on the node. However, computing the
denominator of the right-hand side of Eq. (2.42) involves a sum of exp(/3; j-) over all j's, which
requires transferring data to and from other nodes. To illustrate, suppose that v; and k; are placed
on node u. We can rewrite Eq. (2.42) as

a/[/h?
node u
—
e .
_ Xp(ﬁm) (2.43)
Z exp(Bi )+ + Z exp(Bi )+ + Z exp(f; )
kj/GK[I] ijEK[“'] kj/EK[”u]
node 1 node u node nq,

where the notation k;» € K represents that k;/ is a row vector of K. Ina straightforward
implementation, we first perform the summations {Zk]-/eK[ul exp(f;, ;) } separately on the corre-
sponding nodes. Then, we collect these summation results from different nodes to combine them
into a final result. This corresponds to a collective operation in the context of parallel processing.
There are many efficient implementations of such operations, such as the all-reduce algorithms.
Hence the sum of all exp(f3; ;) values can be computed using optimized routines in collective
communication toolkits.

Given the attention weights {c; ;}, we then compute the attention results using Eq. (2.40).
The problem can be re-expressed as

Attqu (ql- K, V)

= Z Q; Vit Z Q; Vit Z Q; 1V (2.44)
V]-/EV[l] V]-/EV[“] V]-/EV["“]
node 1 node u node ny,

Like Eq. (2.43), Eq. (2.44) can be implemented as a summation program in parallel process-
ing. First, perform the weighted summations of values on different nodes simultaneously. Then,
we collect the results from these nodes via collective operations.

Note that, although this section primarily focuses on long sequence modeling, much of the mo-
tivation for sequence parallelism comes from the distributed training methods of deep networks,
as discussed in Section 2.2.3. As a result, the implementation of these methods can be based on
the same parallel processing library.

2.3.2 Efficient Architectures

One difficulty of applying Transformers to long sequences is that self-attention has a quadratic
time complexity with respect to the sequence length. Moreover, a key-value cache (or KV cache
for short) is maintained during inference, and its size increases as more tokens are processed. Al-
though the KV cache grows linearly with the sequence length, for extremely long input sequences,
the memory footprint becomes significant and it is even infeasible to deploy LLMs for such tasks.
As aresult, the model architecture of long-context LLMs generally moves away from the standard
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Transformer, turning instead to the development of more efficient variants and alternatives.

One approach is to use sparse attention instead of standard self-attention. This family of
models is based on the idea that only a small number of tokens are considered important when
attending to a given token, and so most of the attention weights between tokens are close to zero.
As a consequence, we can prune most of the attention weights and represent the attention model
in a compressed form. To illustrate, consider the self-attention model

Attge (Q K, V) = o(Q K)V (2.45)

where the attention weight matrix o(Q, K) € R"*" is obtained by

(Q,K) Soft (QKT + Mask)
a(Q, = Softmax as
Vd
0,0 0 0 0
Q1,0 1,1 0 0
— 20 a1 o . 0 (2.46)
Am—-1,0 COm-1,1 OUm-12 ... CAm;m—-1m—1

Each row vector [aw oo 00 0} corresponds to a distribution of attending the ¢-th

token to every token of the sequence. Since language models predict next tokens only based on
their left-context, we normally write the output of the attention model at position ¢ as

Vo
Attty (ai, K<iy Vi) = {ai,O ai,z}
Vi
i
= Z Qg 'V (2.47)
§=0
ko Vo
where K<; = | : | and V<; = | : | are the keys and values up to position ¢.
k; Vi
In the original version of self-attention |c; 9 ... am} is assumed to be dense, that is, most of
the values are non-zero. In sparse attention, some of the entries of [aw am} are considered

non-zero, and the remaining entries are simply ignored in computation. Suppose G' C {0, ..., i} is
the set of indices of the non-zero entries. For language models, the output of the sparse attention
model at position i is given by

Attoparse(qi, K<i, Vi) = Y o ,v; (2.48)
jeG

Here {a; j} are normalized over G. Hence their values are different from the original attention
weights (in fact we have a;’ ; > @ ;). The sparsity of the model is determined by how large G is.
Sparse attention models differ in the way we define GG. One simple approach is to define G based
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on heuristically designed patterns. For example, a widely-used pattern involves having GG cover a
window of tokens located near position ¢ [Parmar et al., 2018].

While sparse attention reduces the computation through the use of sparse operations, such
models still have significant limitations as we must keep the entire KV cache (i.e., K<; and V<;)
during inference. If the sequence is very long, storing this cache will become highly memory-
intensive. To address this, we can consider a different form of attention models where the KV
cache is not explicitly retained. Linear attention is one such approach [Katharopoulos et al., 2020].
It uses a kernel function ¢(+) to project each query and key onto points q; = ¢(q;) and k] = ¢(k;),
respectively. By removing the Softmax function under such transformations'?, the form of the
resulting attention model is given by

Attay (i, K<i, Vi) = Attiinear (a7, K<y, Vi)

/ .
e (2.49)
q;Vi
where ; and v; are variables that are computed in the recurrent forms
pi = pio1+K;vi (2.50)
vi = viq+K; 2.51)

w; and v; can be seen as representations of the history up to position 7. A benefit of this model is
that we need not keep all past queries and values. Instead only the latest representations p; and
v; are used. So the computational cost of each step is a constant, and the model can be easily
extended to deal with long sequences.

In fact, this sequential approach to long sequence modeling arises naturally when we adopt a
viewpoint of recurrent models. Such models read one token (or a small number of tokens) at a
time, update the recurrent state using these inputs, and then discard them before the next token
arrives. The output at each step is generated based only on the recurrent state, rather than on all the
previous states. The memory footprint is determined by the recurrent state which has a fixed size.
Recurrent models can be used in real-time learning scenarios where data arrives in a stream and
predictions can be made at any time step. In NLP, applying recurrent models to language mod-
eling is one of the earliest successful attempts to learn representations of sequences. Although
Transformer has been used as the foundational architecture in LLLMs, recurrent models are still
powerful models, especially for developing efficient LLMs. More recently, recurrent models have
started their resurgence in language modeling and have been reconsidered as a promising alterna-
tive to Transformers [Gu and Dao, 2023]. Figure 2.5 shows a comparison of the models discussed
in this subsection.

%In the new space after this transformation, the Softmax normalization can be transformed into the simple scaling
normalization.
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Fig. 2.5: Illustrations of self-attention, sparse attention, linear attention and recurrent models. Blue boxes = cached
states for producing the output at position . f(-) = a recurrent cell.

2.3.3 Cache and Memory

LLM:s based on the standard Transformer architecture are global models. The inference for these
models involves storing the entire left-context in order to make predictions for future tokens. This
requires a KV cache where the representations (i.e., keys and values) of all previously-generated
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tokens are kept, and the cost of caching grows as the inference proceeds. Above, we have dis-
cussed methods for optimizing this cache via efficient attention approaches, such as sparse atten-
tion and linear attention. Another idea, which may have overlap with the previous discussion, is
to explicitly encode the context via an additional memory model.

2.3.3.1 Fixed-size KV Cache

A straightforward approach is to represent the keys and values using a fixed-size memory model.
Suppose we have a memory Mem which retains the contextual information. We can write the
attention operation at position ¢ in a general form

Att(qi, Mem) = Attqk\,(qi, K§i7 ng‘) (2.52)

In this model, Mem is simply the KV cache, i.e., Mem = (K<;, V<;). Thus the size of
Mem is determined by ¢. If we define Mem as a fixed-size variable, then the cost of performing
Att(q;, Mem) will be fixed. There are several alternative ways to design Mem.

* One of the simplest methods is to consider a fixed-size window of previous keys and values.
Mem is therefore given by

Mem = (K[z‘—nc+1,i}7V[i—nc+1,i}) (2.53)

where n. denotes the size of the window. The notation K{;_, 11, and V{;_, 11 ; denote
the keys and values over positions from i — n, + 1 to 7.'! This model can be seen as a type
of local attention model.

It is also possible to define Mem as a pair of summary vectors, which leads to a more
compressed representation of the history. A simple way to summarize the previous keys
and values is to use the moving average of them. For example, Mem can be defined as the
unweighted moving average of the previous n. keys and values

Mem — (Z;‘:i_nc‘f'l k] Z;‘:i_nc‘f'l V]) (2 54)
Ne ’ Ne '
Alternatively, we can use a weighted version of moving average
Mem — ( ionot1 BicitncKi Y 5j—z‘+ncvj) (2.55)

Z?; 1 ﬁj ’ Z;L; 1 5]'

Here {1, ..., Bn.} are the coefficients, which can be either learned as model parameters
or determined via heuristics. For example, they can be set to increasing coefficients (i.e.,
B1 < B2 < ... < Bp.,—1 < Bp,)in order to give larger weight to positions that are closer to

Ki—n.+1 Viene+1
""More formally, we write K;_,, 41, = and Vi_p 11, = . Sometimes we denote
k; Vi
Kiinet1,i bY {Ki—no+1, .., ki} and Vi, 115 by {Vi—n.+1, ..., vi} for notation simplicity.
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1. We can extend the moving average to include all the positions up to ¢. This leads to the
cumulative average of the keys and values, given in the form

ks SRy
Mem = (Z?—O N 2 =0 2) (2.56)
141 141
In general, the cumulative average can be written using a recursive formula
K. Vv i Mem,_
Memi — ( 19 VZ) +1 €m;_1 (257)

t+1

where Mem; and Mem;_; denote the cumulative averages of the current and previous po-
sitions, respectively. An advantage of this model is that we only need to store a single
key-value pair during inference, rather than storing all the key-value pairs. Note that the
above memory models are related to recurrent models, and more advanced techniques have
been used to develop alternatives to self-attention mechanisms in Transformers [Ma et al.,
2023].

* The memory Mem can also be a neural network. At each step, it takes both the previous
output of the memory and the current states of the model as input, and produces the new
output of the memory. This neural network can be formulated as the function

Mem = Update(Siky, Mempye) (2.58)

Here Mem and Memy, represent the outputs of the memory at the current step and the
previous step, respectively. Sk is a set of key-value pairs, representing the recent states of
the model. This formulation is general and allows us to develop various memory models by
selecting different Update(-) and Sk, configurations. For example, if Sy, only contains the
latest key-value pair (k;, v;) and Update(-) is defined as a recurrent cell, then Eq. (2.58)
can be expressed as an RNN-like model

Mem = f((ks,v;), Memy,) (2.59)

where f(-) is a recurrent cell. Recurrence can also be applied to segment-level modeling
for efficiency consideration. A simple approach is that we can divide the sequence into
segments, and treat S as a segment. Applying recurrent models to Update(-) will result in
memory models that operate on segments. A special example is that we define Update(-) as
an FIFO function that adds Sy, into the memory and removes the oldest key-value segment
from the memory, given by

Mem = FIFO(Sky, Memyy) (2.60)

Consider a memory which includes two segments, one for current segment, and one for the
previous segment. In the attention operation, each position can access the history key-value
pairs in two closest consecutive segments. This essentially defines a local memory, but it
and its variants have been widely used segment-level recurrent models [Dai et al., 2019;
Hutchins et al., 2022; Bulatov et al., 2022].

* The above memory models can be extended to involve multiple memories. An example
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of this approach is compressive Transformer [Rae et al., 2019]. It employs two distinct
fixed-size memories: one for modeling local context (denoted by Mem), and the other for
modeling and compressing long-term history (denoted by CMem). The KV cache in this
model is the combination of Mem and CMem. The attention function can be written as

Atteom(di, Mem, CMem) = Attgk(q;, [Mem, CMem]) (2.61)

where [Mem, CMem)] is a combined memory of Mem and CMem. As with other segment-
level models, the compressive Transformer model operates on segments of the sequence.
Each segment is a sequence of ns consecutive tokens, and we denote S¥_ as the key-value
pairs corresponding to the tokens of the k-th segment. When a new segment arrives, Mem
is updated in an FIFO fashion: we append the n. key-value pairs in S{fv to Mem, and then
pop the n, oldest key-value pairs from Mem, which is given by

Mem = FIFO(SE,, Mem,e) (2.62)

The popped key-value pairs are then used to update the compressive memory CMem. These
ns key-value pairs are compressed into "= key-value pairs via a compression network.
CMem is an FIFO which appends the compressed “= key-value pairs to the tail of the
queue, and drops the first == key-value pairs of the queue. It is given by

CMem = FIFO(CYF,, CMem,y.) (2.63)

where C{fv represents the set of compressed key-value pairs. Implicit in the compressive
Transformer model is that local context should be represented explicitly with minimal in-
formation loss, while long-range context can be more compressed.

We have already seen that both global and local contexts are useful and can be mod-
eled using attention models. This view motivates the extension to attention models for
combining both local and long-term memories [Ainslie et al., 2020; Zaheer et al., 2020;
Gupta and Berant, 2020]. A simple but widely-used approach is to involve the first few to-
kens of the sequence in attention, serving as global tokens. This approach is usually applied
along with other sparse attention models. An advantage of incorporating global tokens of
the sequence is that it helps smooth the output distribution of the Softmax function used in
attention weight computation, and thus stabilizes model performance when the context size
is very large [Xiao et al., 2024]. One drawback, however, is that using a fixed-size global
memory may result in information loss. When dealing with long sequences, we need to
enlarge the KV cache for sufficient representations of the context, but this in turn increases
the computational cost.

Figure 2.6 shows illustrations of the above approaches. Note that, while we focus on optimiza-

tion of the KV cache here, this issue is closely related to those discussed in the previous section.
All of the methods we have mentioned so far can broadly be categorized as efficient attention
approaches, which are widely used in various Transformer variants.
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Fig. 2.6: Illustrations of fixed-size KV caches in LLMs. Blue boxes represent the keys and values generated during
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2.3.3.2 Memory-based Models

The modeling of memories discussed above was based on updates to the KV cache, and the re-
sulting models are typically referred to as internal memories. We now consider another family
of models, called external memories, which operate as independent models to access large-scale
contexts for LLMs. Many such models are based on memory-based methods which have been
extensively discussed in machine learning [Bishop, 2006]. A common example is nearest neigh-
bor algorithms: we store context representations in a datastore, and try to find the most similar
stored representations to match a given query. The retrieved context representations are then used
to improve attention for this query.

Here, we consider the k-nearest neighbors (k-NN) method which is one of the most popular
memory-based methods. Since our focus is language modeling in this section, we define a sample
in the datastore as a key-value pair corresponding to some context state. Note that “context” is a
broad concept here, not just a sequence prefix in text generation. One might, for example, view
the entire dataset as the context for predicting tokens. This allows us to retrieve the closest context
situation in a set of sequences, rather than a given sequence prefix. Although we will restrict
ourselves to context modeling for a single sequence, in this subsection, we discuss a relatively
more general case.

Suppose we have a set of keys {k;} with corresponding values {v;}, and suppose we store
these key-value pairs in a vector database!?. For each query q;, we find its k nearest neighbours by
growing the radius of the sphere centered as q; until it contains £ data points in {k; }. This results
in a set of k£ keys along with their corresponding values, denoted by Memygy,,. As before, we
denote Mem as the local memory for the query, such as the KV cache of neighboring tokens. Our
goal is to attend query q; to both the local memory Mem and the long-term memory Memy.,.
There are, of course, several ways to incorporate Mem and Memyg,,, into the attention model.
For example, we might simply combine them to form a single KV cache [Mem, Memg,,,,], and
attend q; to [Mem, Memyy,,,] via standard QKV attention. Or we might use Mem and Memy,,
in separate attention steps. An example of such approaches is the model developed by Wu et al.
[2021]. It linearly combines the two types of attention, given by

Att(qs, Mem, Memyp,,) = 8O Attioeal + (1 — 8) © Attgnn (2.64)
Attiocs = Att(qy, Mem) (2.65)
Att]mn = Att(qi, Memknn) (266)

Here g € R? is the coefficient vector, which can be the output of a learned gate.

Given the k-NN-based memory model described above, the remaining task is to determine
which key-value pairs are retained in the datastore. For standard language modeling tasks, we
consider the previously seen tokens in a sequence as the context, so we can add the keys and
values of all these tokens into the datastore. In this case, the resulting k-NN-based attention
model is essentially equivalent to a sparse attention model [Gupta et al., 2021].

Alternatively, we can extend the context from one sequence to a collection of sequences.
For example, we might collect all key-value pairs across the sequences in a training dataset and
add them to the datastore to model a larger context. Thus, LLMs can predict tokens based on a

12 A vector database, or vector store, is a database that provides highly optimized retrieval interfaces for finding stored
vectors that closely match a query vector.
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generalized context. A problem with this approach is that the computational cost would be large
if many sequences are involved. Since these sequences are part of our training data, we can build
and optimize an index for the vectors in the datastore before running the LLMs. As a result, the
retrieval of similar vectors can be very efficient, as in most vector databases.

In fact, all the above-mentioned methods can be viewed as instances of a retrieval-based ap-
proach. Instead of using retrieval results to improve attention, we can apply this approach in other
ways as well. One application of k-NN-based search is k-NN language modeling (or £-NN LM)
[Khandelwal et al., 2020]. The idea is that, although it is attempting to extend the context used
in self-attention by incorporating nearest neighbors in representation learning, in practice, similar
hidden states in Transformers are often highly predictive of similar tokens in subsequent positions.
In k-NN LM, each item in the datastore is a key-value tuple (z, w), where z represents a hidden
state of the LLLM at a position, and w represents the corresponding prediction. A typical way to
create the datastore is to collect the output vector of the Transformer layer stack and the corre-
sponding next token for each position of each sequence in a training dataset. During inference,
we have a representation h; given a prefix. Given this representation, we first search the datastore
for k closest matching data items {(z,w1), ..., (zx, wx)}. Here {w,...,wy} are thought of as
reference tokens for prediction, and thus can be used to guide the token prediction based on h;.
One common way to make use of reference tokens is to define a distribution over the vocabulary
v,

Prion(lhi) = Softmax(|—dy -+ —dy]) (2.67)

where d, equals the distance between h; and z; if w; equals the v-th entry of V, and equals 0
otherwise. We use a linear function with a coefficient A that interpolates between the retrieval-
based distribution Pryy,, (+|h;) and the LLM output distribution Pryy, (-|h;)

Pr(-|h;) = A Priopn(-|hy) + (1 = A) - Pryn(-/hy) (2.68)

Then, as usual, we can choose the next token y by maximizing the probability Pr(y|h;).

As with information retrieval (IR) systems, the datastore can also manage texts and provide
access to relevant texts for a query. For example, we can store a collection of text documents
in a search engine with full-text indexing, and then search it for documents that match a given
text-based query. Applying IR techniques to LLLMs leads to a general framework called retrieval-
augmented generation (RAG). The RAG framework works as follows. We use the context x as
the query and find the k& most relevant document pieces {cy, ..., ¢ } from the datastore via efficient
IR techniques'®. These search results are combined with the original context via a prompting

In piratical applications, queries are typically generated using a query generation system, which may expand it
with variations of tokens and query intent.
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template g(-)'4, resulting in an augmented input for the LLM

x' = g(cy,...,cp,x) (2.69)

Then, we use x’ as the context and predict the following text using the model Pr(y|x’). One
advantage of RAG is that we need not modify the architecture of LLLMs, but instead augment the
input to LLMs via an additional IR system. Figure 2.7 shows a comparison of the use of different
external memories in LLMs.

2.3.3.3 Memory Capacity

A memory model in LLMs, in the form of a simple key-value cache or a datastore, can broadly
be seen as an encoder of contextual information. Ideally, before we say that a memory model
is representative of the entire context in token prediction, we need to make sure that the model
can accurately represent any part of the context. The standard KV cache is one such model that
completely stores all past history. In this case, the model is said to have adequate capacity for
memorizing the context. In many practical applications, however, complete memorization is not
required. Instead, the goal is to enable LLMs to access important contextual information. As a
result, efficient and compressed memory models are developed, as described in this section. Note
that, the longer the sequence, the more difficult it becomes for a low-capacity memory model to
capture important contextual information. It is therefore common practice to simply increase the
model capacity when processing long contexts.

While high-capacity models are generally favorable, they are difficult to train and deploy. A
challenging scenario is that the tokens arrive in a stream and the context continuously grows.
Developing LLMs for such tasks is difficult as we need to train Transformers on extremely long
sequences. A possible way to address this difficulty is to use non-parametric methods, such as
retrieval-based methods. For example, as discussed above, we can use a vector database to store
previously generated key-value pairs, and thus represent the context by this external memory
model. Although this approach side-steps the challenge of representing long context in Trans-
formers, building and updating external memory models are computationally expensive. These
models are more often used in problems where the context is given in advance and fixed during
inference, and hence unsuitable for streaming context modeling.

In cases where the size of the context continuously grows, applying fixed-size memory models
is a commonly used approach. For example, in recurrent models, a sequence of arbitrary length
can be summarized into a set of hidden states by which we have a fixed computational cost per
step. While recurrent models were initially found to be not very good at handling long-distance
dependencies in sequence modeling in early applications of deep learning to NLP, recent advance-
ments have shown that their variants are now effective in modeling extremely long sequences.
[Bulatov et al., 2022; Hutchins et al., 2022; Munkhdalai et al., 2024; Ma et al., 2024].

“For example, the template could be:

message = {*c1*} ... {¥cp*}
input: {*x*}

output:
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There is no general definition of memory capacity in LLMs. A simple approach might consider
how much storage is used to retain contextual information. For example, memory capacity could
be defined by the size of the KV cache in Transformers or the vector database used in retrieval-
based methods. A related concept is model complexity. In machine learning, there are several
ways to define the model complexity of a model. One of the simplest methods is by counting the
number of parameters. However, it should be emphasized that the memory models discussed here
primarily serve to store information, rather than add trainable parameters. Therefore, a model with
a large memory capacity is not necessarily more complex. Nevertheless, in practice determining
the capacity of a memory model is not straightforward. In general, we need to control the trade-off
between maximizing the performance and controlling the memory footprint.

2.3.4 Sharing across Heads and Layers

In Transformers, the KV cache is a data structure that can be dynamically adjusted along multiple
dimensions, such as heads, layers, and sequence length. For example, consider an LLM with L
layers. Each layer has 7 attention heads, and each head produces a dj-dimensional output. During
inference, we store the keys and values for up to m tokens. The space complexity of this caching
mechanism is O(L - 7 - dj, - m). As we have seen previously, this complexity can be reduced by
caching the keys and values for fewer tokens. For example, in sliding window attention, a fixed-
size window is used to cache the keys and values in local context. And this model has a space
complexity of O(L - 7 - dj, - my,), with m,, being the size of the window.

In addition to reducing m, we can also decrease the size of the KV cache along other di-
mensions. A widely-used approach is to enable sharing across heads in multi-head self-attention.
Recall from Section 2.1.1 that multi-head self-attention uses multiple sets of queries, keys, and
values (each set is called a head), each performing the QKV attention mechanism as usual. This
can be expressed as

Output = Merge(heady, ..., headT)Whead (2.70)

where head; € R is computed using the standard QKV attention function

head; = Attq (a¥, K, V) 2.71)

Here, ql[-j ], K[gl, and V@Z are the query, keys, and values that are projected onto the j-th feature
sub-space. So this model can be interpreted as performing attention on a group of feature sub-
spaces in parallel (see Figure 2.8 (b)). The KV cache needs to retain the keys and values for all
these heads, that is, {(K'}, Vi), . (K, v}

One refinement to the multi-head attention model, called multi-query attention (MQA), is to
share keys and values across heads, while allowing queries to be unique for each head [Shazeer,
2019]. In MQA, there is a single set of keys and values (K<;, V<;). In addition, there are T

queries {qlm, ey qZ[T] }, each corresponding to a different head. For each head, we have

head; = Attqe (q!, K<, V) (2.72)

Figure 2.8 (c) illustrates this model. By sharing keys and values, the size of the KV cache would
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Fig. 2.8: Illustration of QKV attention based on different multi-head and sharing mechanisms. (a) = single-head
attention, and (b-e) = attention with multiple heads.

be O(L - dp, - m).

Grouped query attention (GQA) is a natural extension to multi-head attention and MQA
[Ainslie et al., 2023]. In GQA, heads are divided into n, groups, each corresponding to a shared
set of keys and values. Hence we have ng sets of keys and values {(K[<1}Z, V[<1}Z-), e (K[gf] , V[<"Zg])}
See Figure 2.8 (d) for an illustration. Let g(j) be the group id for the j-thBead. The GQA model
can be expressed as

head; = Attqi (g, KT, VIOl (2.73)

The size of the KV cache of GQA is O(L-ng-dp,-m). One benefit of GQA is that we can trade-off
between computational efficiency and model expressiveness by adjusting n,. When ny = 7, the
model becomes the standard multi-head attention model. By contrast, when n, = 1, it becomes
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the GQA model.

Sharing can also be performed across layers. Such a method falls into the family of shared
weight and shared activation methods, which have been extensively used in Transformers [Dehghani et al.,
2018; Lan et al., 2020]. For example, one can share KV activations or attention weights across
layers to reduce both computation and memory footprints [Xiao et al., 2019; Brandon et al., 2024].

Figure 2.8 (e) shows an illustration of this method, where a query in a layer directly accesses the
KV cache of a lower-level layer.

2.3.5 Position Extrapolation and Interpolation

Since Transformer layers are order-insensitive to input, we need some way to encode positional
information in the input tokens. To do this, it is common to add positional embeddings to token
embeddings, and then feed these combined embeddings into the Transformer layer stack as input.
In this case, the embedding at position 7 can be expressed as

e, = x;+PE(®i) (2.74)

where x; € R? denotes the token embedding, and PE(i) € R? denotes the positional embedding.
In general, the token embedding x; is a position-independent vector, and so the positional embed-
ding PE(i) is used to encode the positional context. A straightforward approach is to treat PE(7)
as a learnable variable and train it alongside other model parameters. In this way, we can learn
a unique representation for each position, and thus distinguish the tokens appearing at different
positions of a sequence.

Representations of positions using learned vectors can work well in tasks where the sequences
at training and test times are of similar lengths. In practice, however, we often impose length
restrictions on sequences during training to prevent excessive computational costs, but wish to
apply the trained models to much longer sequences during inference. In this case, using learned
positional embeddings has obvious drawbacks, as there are no trained embeddings for positions
that are not observed in the training phase.

An alternative approach to modeling positional information is to develop positional embed-
dings that can generalize: once trained, the embedding model can be used to handle longer se-
quences. Suppose that we train a positional embedding model on sequences with a maximum
length of m;, and we wish to apply the trained model to a sequence of length m (m >> m;). If
the embedding model is limited in the range of positions that we can observe from training data,
then this model will simply fail to deal with new data outside that range. See Figure 2.9 (a) for
an illustration where the learned embedding model cannot model data points outside the training
domain if it lacks the ability to extrapolate.

There are several approaches to making positional embedding models generalize. They can
be grouped into two classes.

* Extrapolation. The model learned on observed data points (i.e., positions) can be directly
employed to assign meaningful values to data points beyond the original range. For ex-
ample, suppose we have a series of numbers 1,2, ..., 10, and we want to understand the
meaning of a new number, 15. Knowing that these numbers are natural numbers used for
ordering, we can easily infer that 15 is a number that follows 10, even though 15 has not
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Fig. 2.9: Illustrations of different positional embedding methods for a range of positions. Blue points represent the
positions that have been observed during training, and red points represent the positions that are newly observed at test
time. In sub-figure (a), the encoding model only memorizes the points seen during training, and cannot generalize. In
sub-figures (b) and (c), the model can generalize through extrapolation and interpolation.

been observed before. Figure 2.9 (b) shows an example of this approach, where a function
is learned to fit the data points within a specific range and then applied to estimate the values
of data points outside that range.

* Interpolation. This approach maps a larger range of data points into the original obser-
vation range. For example, suppose we have a model designed for numbers in the range
[1,10]. When given a new range of [1,20], we can scale this down by dividing every num-
ber by 2, thereby fitting all numbers into [1,10]. This scaling allows us to use the model
trained on the range [1,10] to describe data points in the expanded range of [1,20]. See
Figure 2.9 (c) for an illustration of this approach.

In fact, positional embeddings in many systems have achieved some level of generalization.
For example, sinusoidal encoding, the most common positional embedding method, employs sine
and cosine functions that can naturally extend to sequences of any length. Although this approach
might seem direct and simple, it does not perform well when we significantly extend the sequences
for processing. In this subsection, we will discuss several alternative methods based on either
extrapolation or interpolation.
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2.3.5.1 Attention with Learnable Biases

One problem with Eq. (2.74) is that the embedding model treats each token independently and
therefore ignores the distance between different tokens. A common improvement to this model,
called relative positional embedding, is to consider the pairwise relationship between tokens
[Shaw et al., 2018]. The general idea behind this is to obtain the offset between any pair of posi-
tions and incorporate it into the self-attention model. One of the simplest forms of self-attention
with relative positional embedding is given by

Attgry (i, K<i, Vi) = Z a(i, j)v; (2.75)
=0
Vid

a(t,7) = Softmax( + Mask(i, 7)) (2.76)

The only difference between this model and the original self-attention model is that a bias term
PE(i, 7) is added to the query-key product in this new model. Intuitively, PE(i, j) can be inter-
preted as a distance penalty for the pair of positions ¢ and j. As ¢ moves away from 7, the value of
PE(7, j) decreases.

PE(i, j) can be defined in several different ways. Here, we consider the T5 version of relative
positional embedding, called the TS bias [Raffel et al., 2020]. For each pair of query q; and key
k;, the offset between them is defined to beld

di,j) = i—j 2.77)

A simple design for the bias PE(3, j) is to share the same learnable variable for all query-key
pairs with the same offset, i.e., PE(4,j) = w;—;, where u;_; is the variable corresponding to
the offset ¢ — j. However, simply assigning a unique value to each offset will restrict this model
to observed offsets. When ¢ — j is larger than the maximum trained offset, the model cannot
generalize.

The T5 bias instead adopts a generalization of this model. Rather than assigning each query-
key offset a unique bias term, it groups difference offsets into “buckets”, each corresponding to
one learnable parameter. More specifically, the bias terms for ny; + 1 buckets are given as follows.

¢ For buckets 0 to mzil — 1, each bucket corresponds to one offset, that is, bucket 0 <+ offset

0, bucket 1 « offset 1, bucket 2 « offset 2, and so on. We express this as b(i — j) =i — j.

* For buckets m%l to np, the size of each bucket increases logarithmically. For example, the

bucket number for a given offset ¢+ — j > ””TH can be defined as

S +1 log(i — j) — log(Zet1 +1
pi—j) = metlylstiod)loelhy ) mtl (2.78)
2 log(distmax) — log(™5=) 2

where the parameter disty.x is typically set to a relatively large number to indicate the

'SFor language modeling, a query is only allowed to attend to its left-context, and so we have i — j > 0. In the more
general case of self-attention, where a token can attend to all tokens in the sequence, we may have negative offsets
when i < j.
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Fig. 2.10: Illustration of distributing query-key offsets into buckets in the T5 model (n, = 32 and distmax = 1024).
Boxes represent buckets. In the first half of the buckets, we use a fixed bucket size. In the second half of the buckets,
we increase the bucket size logarithmically. The last bucket contains all the query-key offsets that are not covered by
previous buckets.

maximum offset we may encounter.

* When 7 — j > distyax, we place ¢ — j in the last bucket. In other words, bucket n; contains
all the offsets that are not assigned to the previous buckets.

Together, these can be expressed as the function

b(i — j)
i—j 0<i—j< it
= . np+1 log(ifj)*log("bfl) nptl _ s el (2.79)
mln(nb, 2 Llog(distmax)—log(anH) 2 J) 1—=] 2

Figure 2.10 shows an illustration of these buckets. We see that in the first half of the buckets,
each bucket is associated with only one value of ¢ — j, while in the second half, the bucket size
increases as ¢ — j grows. The last bucket is designed to handle sequences of arbitrarily long
lengths.

All PE(i, j)s in a bucket share the same bias term uy(;_jy. Substituting PE(4, j) = uyi—j)
into Eq. (2.76), the attention weight for q; and k; becomes!'®

aik; + up )
Vd

a(i,j) = Softmax( + Mask(3, j)) (2.81)

The parameters {uq, ..., up, } are learned as common parameters during training. It should
be emphasized that this model can generalize to long sequences. This is because PE(i, j)s with
similar query-key offsets share the same parameter, and this sharing strategy is particularly im-
portant for achieving good generalization, given that large query-key offsets are rare in training.
In practice, we often set n; to a moderate number, and thus it can help control the overfitting of
positional embedding models.

!Note that, in Raffel et al. [2020]’s T5 model, the rescaling operation for the query-key product is removed. The
attention weight a(4, j) is then given by

ai,j) = Softmax(qik;r + up(i—;) + Mask(1, 7)) (2.80)
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2.3.5.2 Attention with Non-learned Biases

Relative positional embedding models are based on a set of learned biases for the query-key prod-
uct in self-attention. An alternative approach is to give these biases fixed values via heuristics,
rather than training them on a particular dataset. One benefit of this heuristics-based approach is
that it does not rely on a training process and thus can be directly applied to any sequences once
the biases are set.

One example of such an approach is Press et al. [2022]’s approach, called attention with
linear biases or ALiBi for short. In the ALiBi approach, the bias term is defined as the negative
scaled query-key offset

PE(i,j) = —B8-(i—J)
= B-(—1) (2.82)

where 3 is the scaling factor. Adding this term to the query-key product, we obtain a new form of
attention weights

aik} + 5 (j )

Vd

a(i,7) = Softmax( + Mask(i, j)) (2.83)

This model can be interpreted as adding a fixed penalty to ql-k;-F whenever j moves one step
away from ¢. So we do not need to adapt it to a range of sequence lengths, and can employ it to
model arbitrarily long sequences. See Figure 2.11 for a comparison of the TS5 bias and the ALiBi
bias.

In general, the scalar 5 should be tuned on a validation dataset. However, Press et al. [2022]
found that setting S to values decreasing geometrically by a factor of 2%
performs well on a variety of tasks. Specifically, for a self-attention sub-layer involving npeaq

heads, the scalar for the k-th head is given by

for multi-head attention

=

Br = (2.84)
2

Ealled)

The ALiBi approach provides a simple form of relative positional embeddings. There are
other similar methods for designing query-key biases using the offset + — j. Table 2.4 shows a
comparison of such biases. As an aside it is worth noting that the form of the right-hand side
of Eq. (2.82) is very similar to length features used in conventional feature-based systems. For
example, in statistical machine translation systems, such features are widely used to model word
reordering problems, resulting in models that can generalize well across different translation tasks
[Koehn, 2010].

2.3.5.3 Rotary Positional Embedding

As with sinusoidal embeddings, rotary positional embeddings are based on hard-coded values for
all dimensions of an embedding [Su et al., 2024]. Recall that in the sinusoidal embedding model,
positions are represented as combinations of sine and cosine functions with different frequencies.
These embeddings are then added to token embeddings to form the inputs to the Transformer
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Fig. 2.11: Query-key products with biases (above = the TS bias and below = the ALiBi bias). The color scale of the
biases ranges from light blue denoting small absolute values to deep blue denoting large absolute values.

layer stack. Rotary positional embeddings instead model positional context as rotations to token
embeddings in a complex space. This leads to a model expressed in the form of multiplicative
embeddings

e = xRl @:85)

where R(i) € R9*? is the rotation matrix representing the rotations performed on the token
embedding x; € R%

For simplicity, we will first consider embeddings with only two dimensions and return to a
discussion of the more general formulation later. Suppose we have a 2-dimensional token embed-
ding x = {561 xg}. We can represent it as a vector in a plane, originating at the origin (0, 0)
and terminating at (x1, z2). A counterclockwise rotation of this vector refers to an operation of
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Entry Query-Key Bias (PE(7, 5))
T5 [Raffel et al., 2020] (i)
ALiBi [Press et al., 2022] | —=3-(i—j)
Kerple [Chi et al., 2022] —B1(i—j)% (power)
—prlog(1+ f2(i—j)) (logarithmic)
Sandwich [Chi et al., 2023] | S¢/% cos (i — j )/10000%/4)
FIRE [Li et al., 2024] FW(i =)/ (max(mien, i)))

Table 2.4: Query-key biases as relative positional embeddings. 3, 81, B2, d, and mjen are hyper-parameters. In the T5
model, b(i — 7) denotes the bucket assigned to ¢ — j. In the FIRE model, ¢(-) is a monotonically increasing function
such as ¢ (z) = log(cz + 1), and f(-) is an FFN.

moving the vector around the origin while maintaining its magnitude, as shown in Figure 2.12 (a).
The degree of rotation is usually defined by a specific angle, denoted by 6. The rotation can be
expressed mathematically in the form

Ro(x,0) = xRy

_ [561 332] lcosé? sin@]

—sin@ cosf

= {COSH -x1—sinf-x9 sinf -z + cosl - xg} (2.86)

cosf sinf| . . . :

) is the rotation matrix. If two or more rotations are performed on the
—sinf cosé
same vector, we can rotate the vector further. This follows from the fact that the composition of
successive rotations is itself a rotation. More formally, rotating a vector by an angle 6 for ¢ times

can be expressed as

where Ry = [

Ro(x,t0) = xRy
= [cos t0 - x1 —sinth - xo9 sinth - x1 + costo - 562} (2.87)

If we interpret ¢ as the position of a token represented by x in a sequence, then we will find
that the above equation defines a simple positional embedding model. As shown in Figure 2.12
(b), we start moving the token from position 0. Each time we move one step forward, the vector
is rotated by the angle 6. Upon arriving at the position ¢, the representation of the token with
positional context is given by Ro(x,i6). As the rotations do not change the magnitude of the
embedding, the original “meaning” of the token is retained. The positional information is injected
into the embedding, when it gets rotated.

A popular way to understand vector rotation is to define it in complex spaces. It is easy
to transform each vector x = {xl xg] in the 2D Euclidean space R? to a complex number
x' = 1 + ixo in the complex space C via a bijective linear map. Then, the rotation of x with the
angle t6 corresponds to the multiplication by e**. Given that e1*? = cos t6 + i sin t6, the rotation
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Fig. 2.12: Illustrations of vector rotations in a plane. Sub-figures (a) and (b) show rotations of a vector in a single
step and multiple steps, respectively. Sub-figure (c) shows the embeddings of tokens cat and sleeping in two different
sentences. We show these sentences with a subscript affixed to each token to indicate its position. If we represent
tokens as vectors, we can add positional information by rotating these vectors. This rotation preserves the “distances”
between the vectors. For example, given that the distance between car and sleeping is the same in both sentences, the
angle between their embeddings also remains the same during rotation.

operation can be re-expressed in the form

xRy — X eit?

= (z1+ izg)(costl + isintd)
= costh-x; —sintl - xo + i(sintb - 1 + costl - x3) (2.88)

Here we denote the token representation x’e** by C'(x, tf). The inner product of the representa-
tions of the tokens at positions ¢ and s can be written as

(C(x,10),C(y,s0)) = (x'y/)ett==)0 (2.89)

where y’ is the complex conjugate of y’. As can be seen, the result of this inner product involves
aterm t — s, and so it can model the offset between the two tokens.
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Now we go back to representations in the 2D Euclidean space. The dot-product of Ro(x, t0)
and Ro(y, s0) is can be written as a function of (¢ — s)0

Ro(x, t0)[Ro(y, s0)]" = xRiglyRe]"
= xRy[Rs)"y"
= xRg-g0y" (2.90)

Given this result, if we consider Ro(x, t0) and Ro(y, sf) as the query and the key, then the self-
attention operation will implicitly involve the modeling of relative positional context.

This rotary positional embedding can be extended to multi-dimensional embeddings. For
a d-dimensional token embedding x = {xl 9 ... xd}, we can treat it as a %—dimensional

complex vector x’ = {:c’l xh . x&/Q} = [ml +izy xz+izg .. g1+ ixd}, where
each consecutive pair of items forms a complex number. Then, the rotary positional embedding in
the complex space is given by

d/2
C(x,t0) = > ajeile, (2.91)
k=1

where €, is the standard basis vector with a single non-zero value in the k-th coordinate and 0’s
elsewhere [Biderman et al., 2021].

Although this formula involves a complicated expression, its equivalent form in the d-dimensional
Euclidean space is relatively easy to understand. We can write it as

Rt9 1

Ry
Ro(x,t0) = [v1 o .. xd e (2.92)

Rted/Q

costl, sintly

here Ry, =
where R;p, [—sintQk cos t0y,

] .0 = {01, vy Oy /2} are the parameters for controlling the an-
. . g . . . . (k—1) Sy

gles of rotations in different dimensions. Typically, 0y, is set to 10000~ o , which is analogous

to the setting in sinusoidal embeddings.

In a practical implementation, Eq. (2.92) can be rewritten into a form that relies solely on the
element-wise product and addition of vectors.

I T COS t(gl T —I2 T sin t(gl
T9 cos t01 T sin t0,
Ro(x,t0) = : ©) : + | ©) : (2.93)
Td—1 cos 049 —xq sint0q/2
g cos t04/2 Tg—1 sint04/2

Finally, we rewrite Eq. (2.85) to obtain the form of the embedding at position %
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e; = Ro(x;,i0) (2.94)

2.3.5.4 Position Interpolation

In position interpolation, our goal is to map the positions in the new sequence to match the ob-
served range in training. Suppose the sequence length for training ranges from 0 to m;. When
m > my at test time, we represent the positions in [0, m] such that our representations fit [0, 17].

To illustrate, consider the rotary positional embedding model described above. The embedding
of each token is described by a model Ro(x;,i0) in which § = [01, ey Oy /2} are the parameters.

Ro(x;,i0) can be cast in the form of a linear combination of two periodic functions (see Eq.
(2.93))

cosif = [cosiﬂl cosi@d/Q} (2.95)
sinif = [sinwl sinwd/z} (2.96)

0} is a exponential function of k and takes the form
2(k—1)
O, = b 4 (2.97)
where b is the base. The period of cos 6}, and sin 6 is

2(k—1)

T, = 27-b 4 (2.98)

The key idea behind position interpolation is to adjust this period so that the new positions can
be encoded within the range [0, m;]. One way to achieve this is to scale up T}, by mﬂl, given by
2(k—1)

7 = Zoppa (2.99)
my

Hence all points in [0, m] are compressed into [0, m;]. This linear scaling can be easily realized
by modifying the input to the embedding model [Chen et al., 2023c]. The new model with linear
positional interpolation is given by

my

Ro'(x;,i0) = Ro(x;, —if) (2.100)
m

Another method of positional interpolation is to scale the base!”. Suppose that the base b is
scaled by A\. We wish the period of this new model in the last dimension of # (i.e., dimension %)
to be equal to that of the linear positional interpolation model. This can be expressed as

2(4-1) m 2(4-1)

2m - (Ab) " d = — .2r-b a (2.101)
my

This method was first proposed in https://www.reddit.com/r/LocallLaMA/comments/141z73j5/
ntkaware_scaled_rope_allows_llama_models_to_have/
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Solving this equation, we obtain

P (ﬂ 2(2-1)

my
- (a5 (2.102)

my

This gives an embedding model
Ro'(x;,i0) = Ro(x;,id") (2.103)
where

0" = [(Ab) 4, (AD) 4, .., NB) T (2.104)

Note that scaling the base provides a non-uniform method for scaling the periods across dif-
ferent dimensions of §. This method has been found to be helpful for extending LLMs to longer
sequences, and several improvements have been developed [Peng et al., 2024; Ding et al., 2024].

2.3.6 Remarks

In this section, we have presented a variety of methods for long-context language modeling. We
close this section by discussing some interesting issues related to these methods.

2.3.6.1 Need for Long Context

One of the ultimate goals of long-context LLMs is that these models can precisely encode infinite
context. The so-called infinite context refers more to the fact that an LLM can continuously read
words. This motivates LLMs that can handle extremely long context or stream data. As discussed
in Section 2.3.3, it is common to use fixed-size memory models to process continuously expanding
context. Many such systems are based on recurrent architectures or their variants, because they
are inherently suited to model time series problems where the effects of past inputs continue
indefinitely. Another way to achieve infinite memory is to develop alternatives to self-attention
models, for example, one can use continuous-space attention models to encode context, which
removes the dependency on context length [Martins et al., 2022].

When studying long-context LLMs, it is natural to wonder what mechanisms may explain the
use of long context in language modeling. Can we compress the representation of infinite context
into a relatively small-sized model? Are all context tokens useful for predicting next tokens? How
do LLMs prepare for token prediction when they see the context? Can we know in advance which
contextual information will be critical for prediction? General answers to all these questions
are not obvious, but they inspire follow-on research of explainable models, and some interesting
results have been found. For example, Deletang et al. [2024] conducted extensive experiments
to show that LLMs are powerful in-context compressors. Although viewing predictive models
as compression models has long been studied in machine learning, it also provides insights into
our understanding of the LLM scaling laws. Pal et al. [2023] and Wu et al. [2024] investigated
whether the features learned up to the current step, though not intentionally, are already sufficient



2.3 Long Sequence Modeling 93

for predicting tokens at the following steps. Note that the need for long-context in language
modeling is highly dependent on the problem that we address. A related issue is where to apply
LLMs and how to evaluate them. For example, in summarization tasks we may only need to distill
and focus on a few key aspects of the text, while in retrieval-like tasks we need to “memorize”
the entire context so that the relevant information can be accessed. We will discuss the evaluation
issue later in this subsection.

2.3.6.2 Pre-training or Adapting LLMs?

Training LLMs requires significant computational costs. Although it is straightforward to train
LLMs on long sequence data, the training becomes computationally unwieldy for large data sets. It
is common practice to pre-train LLMs on general datasets, and then adapt them with modest fine-
tuning effort. For example, LLMs with relative or rotary positional embeddings can be directly
trained on large-scale data in the pre-training phase. While the resulting models may exhibit some
abilities to extrapolate lengths in the inference phase, it may be more effective to fine-tune them
on longer sequences.

Ideally, we would like to pre-train LLMs with standard Transformer architectures and adapt
them to new tasks. This allows us to use many off-the-shelf LLMs and efficiently adapt them to
handle long sequences. However, when new architectures are adopted, it seems inevitable that
we need to train these models from scratch. This poses practical difficulties for developing long-
context LLMs, as we cannot leverage well-developed, pre-trained models and must instead train
them ourselves. On the other hand, fine-tuning is still an effective way to adapt LLMs with certain
architectures that are different from those in pre-training. An example is models augmented with
external memories. In these models, the pre-trained LLMs are fixed, and the focus is on how
to make these LLMs collaborate with the memory models. In RAG, for instance, it is common
to fine-tune LL.Ms to improve their use of retrieval-augmented inputs. Another example of fine-
tuning LL.Ms for long-context modeling is that we train an LLM with full attention models, and
then replace them with sparse attention models in the fine-tuning phase. The pre-trained LLM
provides initial values of model parameters used in a different model, and this model is then fine-
tuned as usual.

2.3.6.3 Evaluating Long-context LL.Ms

Evaluating long-context LLMs is important, but it is a new issue in NLP. The general idea is that,
if we input a long context to an LLM, then we can check from the output of the LLM whether it
understands the entire context and makes use of it in predicting following tokens. In conventional
research of NLP, such evaluations are often aimed at examining the ability of NLP models in
handling long-range dependencies. However, the size of contexts used in recent LLMs is much
larger than that used in NLP systems a few years ago. This motivates researchers to develop new
evaluation benchmarks and metrics for long-context LL.Ms.

One approach is to use the perplexity metric. However, in spite of its apparent simplicity, this
method tends to reflect more on the LLLMs’ ability to make use of local context rather than global
context. It is therefore tempting to develop evaluation methods that are specific to long-context
LLMs. Popular methods include various synthetic tasks where artificially generated or modified
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data is used to evaluate specific capabilities of long-context LLMs. In needle-in-a-haystack'® and
passkey retrieval tasks [Mohtashami and Jaggi, 2024; Chen et al., 2023c], for instance, LL.Ms are
required to identify and extract a small, relevant piece of information from a large volume of given
text. The assumption here is that an LLM with sufficient memory should remember earlier parts
of the text as it processes new information. This LLM can thus pick out the relevant details, which
might be sparse and hidden among much irrelevant information, from the text. Alternatively,
in copy memory tasks (or copy tasks for short), LLMs are used to repeat the input text or a
specific segment multiple times. These tasks were initially proposed to test the extent to which
recurrent models can retain and recall previously seen tokens [Hochreiter and Schmidhuber, 1997;
Arjovsky et al., 2016], and have been adopted in evaluating recent LLMs [Bulatov et al., 2022;
Gu and Dao, 2023].

Another approach to evaluating long-context LLMs is to test them on NLP tasks that involve
very long input sequences. Examples include long-document or multi-document summarization,
long-document question answering, code completion, and so on. A benefit of this approach is that
it can align evaluations with user expectations.

Although many methods have been developed, there is still no general way to evaluate long-
context LLMs [Liu et al., 2024c]. One problem is that most of these methods focus on specific
aspects of LLMs, rather than their fundamental ability to model very long contexts. Even though
an LLM can pick out the appropriate piece of text from the input, we cannot say that it truly un-
derstands the entire context. Instead, it might just remember some important parts of the context,
or even simply recall the answer via the model learned in pre-training. Moreover, the data used
in many tasks is small-scale and relatively preliminary, leading to discrepancies between evalu-
ation results and actual application performance. A more interesting issue is that the results of
LLM:s are influenced by many other factors and experimental setups, for example, using different
prompts can lead to very different outcomes. This makes evaluation even more challenging be-
cause improvements may not solely result from better modeling of long contexts, and there is a
risk of overclaiming our results. Nevertheless, many open questions remain in the development
and evaluation of long-context LLMs. For example, these models still suffer from limitations
such as restricted context length and high latency. Studying these issues is likely to prove valuable
future directions.

2.4 Summary

In this chapter, we have discussed the concept of LLMs and related techniques. This can be consid-
ered a general, though not comprehensive, introduction to LLMs, laying the foundation for further
discussions on more advanced topics in subsequent chapters. Furthermore, we have explored two
ways to scale up LLMs. The first focuses on the large-scale pre-training of LLMs, which is cru-
cial for developing state-of-the-art models. The second focuses on methods for adapting LL.Ms to
long inputs, including optimizing attention models, designing more efficient and compressed KV
caches, incorporating memory models, and exploring better positional embeddings.

The strength of LLMs lies in their ability to break the constraints of training NLP models for
a limited number of specific tasks. Instead, LLMs learn from large amounts of text through the
simple task of token prediction — we predict the next token in a sentence given its prior tokens.

Bhttps://github. com/gkamradt/LLMTest_NeedleInAHaystack
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A general view is that, by repeating this token prediction task a large number of times, LLMs can
acquire some knowledge of the world and language, which can then be applied to new tasks. As a
result, LLMs can be prompted to perform any task by framing it as a task of predicting subsequent
tokens given prompts. This emergent ability in language models comes from several dimensions,
such as scaling up training, model size, and context size. It is undeniable that scaling laws are
currently the fundamental principle adopted in developing large language models, although sim-
ply increasing model size has yet to prove sufficient for achieving AGI. These continuously scaled
LLMs have been found to show capabilities in general-purpose language understanding, genera-
tion, and reasoning. More recently, it has been found that scaling up the compute at inference time
can also lead to significant improvements in complex reasoning tasks [OpenAl, 2024].

Given their amazing power, LLMs have attracted considerable interest, both in terms of tech-
niques and applications. As a result, the explosion of research interest in LL.Ms has also led to a
vast number of new techniques and models. However, we do not attempt to provide a comprehen-
sive literature review on all aspects of LL.Ms, given the rapid evolution of the field. Nevertheless,
one can still gain knowledge about LLMs from general reviews [Zhao et al., 2023; Minaee et al.,
2024] or more focused discussions on specific topics [Ruan et al., 2024].



CHAPTER 3

Prompting

In the context of LLLMs, prompting refers to the method of providing an LLM with a specific input
or cue to generate a desired output or perform a task. For example, if we want the LLM to translate
a sentence from English to Chinese, we can prompt it like this

Translate the text from English to Chinese.
Text: The early bird catches the worm.

Translation:

Prompting is crucial for LLMs because it directly influences how effectively these models under-
stand and respond to user queries. A well-crafted prompt can guide an LLM to generate more
accurate, relevant, and contextually appropriate responses. Furthermore, this process can be iter-
atively refined. By analyzing the responses of the LLM, users can adjust their prompts to align
more closely with their specific needs. Given the importance of prompting in applying LLMs,
prompt design has become an essential skill for users and developers working with LLMs. This
leads to an active research area, called prompt engineering, in which we design effective prompts
to make better use of LLMs and enhance their practical utility in real-world applications.

An important concept related to prompting is in-context learning. When prompting an LLM,
we can add new information to the context, such as demonstrations of problem-solving. This
allows the LLM to learn from this context how to solve the problem. Here is an example of
prompting LLMs with a few demonstrations of how to classify text based on sentiment polarity.

Here are some examples of text classification.

Example 1: We had a delightful dinner together. — Label: Positive
Example 2: I'm frustrated with the delays. — Label: Negative
What is the label for “That comment was quite hurtful.”?

Label: __

In-context learning is often seen as an emergent ability of LL.Ms that arises after pre-training.
Though LLMs can be trained or tuned to perform new tasks, in-context learning provides a very
efficient way to adapt these models without any training or tuning effort. Perhaps this is one of
the most notable features of LLMs: they indeed learn general knowledge about the world and
language during pre-training, which we can easily apply to new challenges. Moreover, in-context
learning reflects the broader trend of making Al systems more generalizable and user-friendly.
Instead of requiring specialized engineers to fine-tune models for every unique task, users can
interact with LLMs in a more intuitive way, simply providing examples or adjusting the context
as needed.

In this chapter, we focus on prompting techniques in LLMs. We begin by considering several
interesting prompt designs commonly used in prompt engineering. Then, we discuss a series of

96
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refinements to these methods. Finally, we explore approaches for automating prompt design.

3.1 General Prompt Design

This section presents basic concepts in prompt design, along with examples of how to prompt
LLMs for various NLP tasks. Since the effectiveness of prompting is highly dependent on the
LLMs being used, prompts often vary across different LLMs, making it difficult to provide a
comprehensive list of prompts for all LLMs and downstream tasks. Therefore, this discussion is
not focused on any specific LLM. Instead, the goal is to provide guiding principles for prompt
design.

3.1.1 Basics

The term prompt is used in many different ways. In this chapter we define a prompt as the input
text to an LLM, denoted by x. The LLM generates a text y by maximizing the probability Pr(y|x).
In this generation process, the prompt acts as the condition on which we make predictions, and it
can contain any information that helps describe and solve the problem.

A prompt can be obtained using a prompt template (or template for short) [Liu et al., 2023a].
A template is a piece of text containing placeholders or variables, where each placeholder can
be filled with specific information. Here are two templates for asking the LLM for weekend
suggestions.

Please give me some suggestions for a fun weekend.

If {*premisex}, what are your suggestions for a fun weekend.

In the first template, we simply instruct the LLM to return some suggestions. So the template
is just a piece of text with no variables. In the second template, the variable {*premisex} needs to
be specified by the users to provide a premise for making suggestions. For example, if we input

premise = the weather is nice this weekend

then we can generate a prompt

If the weather is nice this weekend,
what are your suggestions for a fun weekend.

We can also design a template with multiple variables. Here is an example in which we
compare the two sentences in terms of their semantic similarity.
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Here is a sentence
{*sentencels}

Here is another sentence
{*sentence2x}

Compute the semantic similarity between the two sentences

A popular way to format prompts is to write each input or output in a “name:content” style.
For example, we can describe a conversation between two people, named John and David, and use
the LLM to continue the conversation. A template of such prompts is given by

John: {xutterancels}
David: {*utterance2x}
John: {xutterance3x}
David: {*utterance4sx}
John: {*utteranceb}
David: {*utterance6s}
John: {xutterance7x}
David:

The “name:content” format can be used to define the task that we want the LLLM to perform.
For example, given that “Q” and “A” are commonly used abbreviations for “Question” and “An-
swer”, respectively, we can use the following template to do question-answering.

Q: {*questionx}
A:

This format can be used to describe more complex tasks. For example, the following is an
example of providing a specification for a translation task

Task: Translation

Source language: English

Target language: Chinese

Style: Formal text

Template: Translate the following sentence: {*sentences}

In practical systems, it is common to represent and store such data in key-value pairs, such as the
JSON format!.

When the problem is difficult to describe in an attribute-based manner, it is more common
to instruct LLMs with a clear and detailed description. There are many ways to do this. One

'The JSON representation is
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example is to assign a role to LLMs and provide sufficient context. The following is a template
that instructs an LLM to act as an expert and answer questions from children.

You are a computer scientist with extensive knowledge in the field
of deep learning.

Please explain the following computer-related concept to a child
around 10 years old, using simple examples whenever possible.

{*concept+}

EX]

Here the text “You are a computer scientist ... deep learning. is sometimes called system
information, and is provided to help the LLM understand the context or constraints of the task it
is being asked to perform.

3.1.2 In-context Learning

Learning can occur during inference. In-context learning is one such method, where prompts
involve demonstrations of problem-solving, and LLMs can learn from these demonstrations how
to solve new problems. Since we do not update model parameters in this process, in-context
learning can be viewed as a way to efficiently activate and reorganize the knowledge learned in
pre-training without additional training or fine-tuning. This enables quick adaptation of LLMs to
new problems, pushing the boundaries of what pre-trained LLMs can achieve without task-specific
adjustments.

In-context learning can be illustrated by comparing three methods: zero-shot learning, one-
shot learning and few-shot learning. Zero-shot learning, as its name implies, does not involve a
traditional “learning” process. It instead directly applies LLMs to address new problems that were
not observed during training. In practice, we can repetitively adjust prompts to guide the LLMs in
generating better responses, without demonstrating problem-solving steps or providing examples.
Consider the following example. Suppose we want to use an LLM as an assistant that can help
correct English sentences. A zero-shot learning prompt is given by

"Task": "Translation"

"Source language": "English"

"Target language": "Chinese"

"Style": "Formal text"

"Template": "Translate the following sentence: {*sentencex}"
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SYSTEM  You are a helpful assistant, and are great at grammar correction.
USER  You will be provided with a sentence in English. The task is
to output the correct sentence.

Input: She don’t like going to the park.
Output:

Here the gray words are used to indicate different fields of the prompt.

In one-shot learning, we extend this prompt by adding a demonstration of how to correct
sentences, thereby allowing the LLM to learn from this newly-added experience.

SYSTEM  You are a helpful assistant, and are great at grammar correction.
DEMO  You will be provided with a sentence in English. The task is
to output the correct sentence.
Input: There is many reasons to celebrate.
Output: There are many reasons to celebrate.
USER  You will be provided with a sentence in English. The task is
to output the correct sentence.

Input: She don’t like going to the park.
Output:

Furthermore, we can add more demonstrations to enable few-shot learning.

SYSTEM  You are a helpful assistant, and are great at grammar correction.

DEMO1  You will be provided with a sentence in English. The task is
to output the correct sentence.

Input: There is many reasons to celebrate.
Output: There are many reasons to celebrate.

DEMO2  You will be provided with a sentence in English. The task is
to output the correct sentence.

Input: Me and my friend goes to the gym every day.
Output: My friend and I go to the gym every day.

USER  You will be provided with a sentence in English. The task is
to output the correct sentence.

Input: She don’t like going to the park.
Output:

In few-shot learning, we essentially provide a pattern that maps some inputs to the corre-
sponding outputs. The LLM attempts to follow this pattern in making predictions, provided that
the prompt includes a sufficient number of demonstrations, although generally small. It is also
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possible to use simpler patterns to achieve this. For example, one can use the following few-shot
learning prompt for translating words from Chinese to English.

pDEMO  HIfE — now
ﬂ% — come
x - go
Bz - boy

USER X% —

If the LLM is powerful enough, few-shot learning can enable it to address complex prob-
lems, such as mathematical reasoning. For example, consider the following task of summing two
numbers and then dividing the sum by their product.

DEMO 125 — (12+5)/(12 x5) =0.283
31 — (3+1)/(3x1)=1.33
—94 — (=9+4)/(—9 x4) =0.138
1515 — (15+15)/(15 x 15) = 0.133
USER 19 73 —

In many practical applications, the effectiveness of in-context learning relies heavily on the
quality of prompts and the fundamental abilities of pre-trained LLMs. On one hand, we need a
significant prompt engineering effort to develop appropriate prompts that help LLMs learn more
effectively from demonstrations. On the other hand, stronger LLMs can make better use of in-
context learning for performing new tasks. For example, suppose we wish to use an LLM to
translate words from Inuktitut to English. If the LLM lacks pre-training on Inuktitut data, its
understanding of Inuktitut will be weak, and it will be difficult for the model to perform well in
translation regardless of how we prompt it. In this case, we need to continue training the LLM
with more Inuktitut data, rather than trying to find better prompts.

It might be interesting to explore how in-context learning emerges during pre-training and
why it works during inference. One simple understanding is that LLMs have gained some knowl-
edge of problem-solving, but there are many possible predictions, which are hard to distinguish
when the models confront new problems. Providing demonstrations can guide the LL.Ms to fol-
low the “correct” paths. Furthermore, some researchers have tried to interpret in-context learn-
ing from several different perspectives, including Bayesian inference [Xie et al., 2022], gradient
decent [Dai et al., 2023; Von Oswald et al., 2023], linear regression [Akyiirek et al., 2023], meta
learning [Garg et al., 2022], and so on.

3.1.3 Prompt Engineering Strategies

Designing prompts is highly empirical. In general, there are many ways to prompt an LLM for
performing the same task, and we need to perform a number of trial-and-error runs to find a
satisfactory prompt. To write good prompts more efficiently, one can follow certain strategies.
Examples of common prompting principles include
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* Describing the task as clearly as possible. When we apply an LLLM to solve a problem,

we need to provide a precise, specific, and clear description of the problem and instruct the
LLM to perform as we expect. This is particularly important when we want the output of
the LLM to meet certain expectations. For example, suppose we are curious about climate
change. A simple prompt for asking the LLM to provide some information is

Tell me about climate change.

Since this instruction is too general, the LLM may generate a response that addresses any
aspect of climate change, which may not align with our specific interests. In this case, we
can instead use prompts that are specific and detailed. One such example is

Provide a detailed explanation of the causes and effects of climate change,
including the impact on global temperatures, weather patterns, and sea
levels. Also, discuss possible solutions and actions being taken to mitigate
these effects.

Now suppose we intend to explain climate change to a 10-year-old child. We can adjust the
above prompt further.

Explain the causes and effects of climate change to a 10-year-old child.
Talk about how it affects the weather, sea levels, and temperatures. Also,
mention some things people are doing to help. Try to explain in simple
terms and do not exceed 500 words.

* Guiding LLMs to think. LLMs have exhibited surprisingly good capabilities to “think”.

A common example is that well-developed LLMs have achieved impressive performance
in mathematical reasoning tasks, which are considered challenging. In prompt engineering,
the “thinking” ability of LLMs needs to be activated through appropriate prompting, espe-
cially for problems that require significant reasoning efforts. In many cases, an LLM that
is instructed to “think” can produce completely different results compared with the same
LLM that is instructed to perform the task straightforwardly. For example, Kojima et al.
[2022] found that simply appending “Let’s think step by step” to the end of each prompt
can improve the performance of LLMs on several reasoning tasks. LLMs can be prompted
to “think” in a number of ways. One method is to instruct LLMs to generate steps for rea-
soning about the problem before reaching the final answer. For example, consider a task of
solving mathematical problems. See below for a simple prompt for this task.
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You are a mathematician. You will be provided with a math problem.
Please solve the problem.

Since solving math problems requires a detailed reasoning process, LLLMs would probably
make mistakes if they attempted to work out the answer directly. So we can explicitly ask
LLMs to follow a given reasoning process before coming to a conclusion.

You are a mathematician. You will follow these detailed reasoning steps
when solving math problems.

Step 1: Problem Interpretation.
The mathematician carefully listens to your query and understands the in-
tricate details of the mathematical challenge you have presented.

Step 2: Strategy Formulation.

Drawing upon their extensive knowledge, the mathematician chooses the
most effective strategy tailored to the type of math problem, whether it is
algebra, calculus, or geometry.

Step 3: Detailed Calculation.
With precision and expertise, the mathematician performs the necessary
calculations step by step, adhering to all mathematical principles.

Step 4: Solution Review.

Before providing the final answer, the mathematician meticulously checks
the calculations for accuracy and offers a concise explanation or rationale
for the solution.

You will be provided with a math problem. Please solve the problem.

{*problemsx}

Another method to guide LLMs to “think” is through multiple rounds of interaction with
LLMs. For example, as a first step, we can instruct LLMs to solve the problem directly

You will be provided with a math problem. Please solve the problem.

{*problems}

Now we have an initial answer to the problem. As a second step, we prompt LLMs to
evaluate the correctness of the answer and, if necessary, rework it to find a better solution.
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You will be provided with a math problem, along with a solution. Evaluate
the correctness of this solution, and identify any errors if present. Then,
work out your own solution.

Problem: {*problemx}

Solution: {xsolutions}

The prompts presented here are closely related to a long line of research on reasoning prob-
lems in LLMs. It is impossible to provide a complete discussion of all related issues because
this topic covers a large family of methods. But we will see a relatively more detailed dis-
cussion on how to improve prompting through more reasoning in Section 3.2.

Providing reference information. As discussed in the previous section, we can include
demonstrations in prompts and allow LLMs to in-context learn from these demonstrations
how to perform the task. In fact, given the remarkable ability of language understanding of
LLMs, we can add any type of text into the prompts and so these models can predict based
on enriched contexts. In many applications, we have various information that is relevant
to user queries. Instead of using LLMs to make unconstrained predictions, we often want
LLMs to produce outputs that are confined to the relevant text. One such example is RAG,
where the relevant text for the user query is provided by calling an IR system, and we
prompt LLMs to generate responses based on this provided relevant text. The following
prompt shows an example.

You are an expert that can generate answers to input queries. You have now
been provided with a query and the corresponding context information.
Please generate an answer based on this context information. Note that
you need to provide the answer in your own words, not just copy from the
context provided.

Context information: {+IR-resultx*}
Query: {*query=}

If the context information is highly reliable, we can even restrict LLMs to answering using
only the provided text. An example prompt is shown as follows
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You are an expert tasked with generating answers from input queries. You
have been provided with a query and corresponding context information,
organized in a table where each row represents a useful record. Please
generate an answer using only this context information. Ensure that you
provide the answer in your own words.

Context information: {xtablex}
Query: {xquery}

When dealing with real-world problems, we often have prior knowledge and additional
information about the problems that help produce better answers. Considering such infor-
mation in prompting is generally helpful in improving the result.

* Paying attention to prompt formats. In general, the performance of LLMs is highly
sensitive to the prompts we input. Sometimes a small modification to a prompt can lead to a
big change in model output. An interesting example is that changing the order of sentences
in a prompt may cause LLMs to generate different results. To make prompts easy to read
and reduce ambiguity, it is common to format them in a way that ensures clarity. One
example is that we define several fields for prompts and fill different information in each
field. Another example is we can use code-style prompts for LLMs which can understand
and generate both natural language and code. See the following for a code-style prompt that
performs translation where one demonstration is presented.

[English] = [T have an apple.]
[German] = [Ich habe einen Apfel.]
[English] = [T have an orange.]

[German] =

LLMSs can receive text in various formats. This allows us to use control characters, XML
tags, and specific formatting to represent complex data. And it is useful to specify how the
input and output should be formatted or structured. For example, we can delimit sections of
text using quotes and prompt LL.Ms accordingly (e.g., adding a sentence like “the input text
is delimited by double quotes” to the prompt).

Above, we have discussed only a few strategies for writing good prompts. There are, of course,
many such methods, and one needs to develop their own through practice. Interested readers can
refer to various online documents for more information, such as OpenAI’s manual on the GPT
series models?.

2See https://platform.openai.com/docs/guides/prompt-engineering/
six-strategies-for-getting-better-results.
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3.1.4 More Examples

In this subsection, we consider more examples of prompting LLMs to perform various NLP tasks.
The motivation here is not to give standard prompts for these tasks, but rather to use simple
examples to illustrate how LLMs can be prompted to deal with NLP problems.

3.1.4.1 Text Classification

Text classification is perhaps one of the most common problems in NLP. Many tasks can be
broadly categorized as assigning pre-defined labels to a given text. Here we consider the polarity
classification problem in sentiment analysis. We choose polarity classification for illustration be-
cause it is one of the most popular and well-defined text classification tasks. In a general setup of
polarity classification, we are required to categorize a given text into one of three categories: neg-
ative, positive, or neutral. Below is a simple prompt for doing this (for easy reading, we highlight
the task description in the prompt).

Analyze the polarity of the following text and classify it as positive, negative, or
neutral.

Text:
The service at the restaurant was slower than expected, which was a bit frustrat-
ing.

The polarity of the text can be classified as positive.

To make the example complete, we show the response generated by the LLM (underlined text).

Although the answer is correct, the LLM gives this answer not in labels but in text describing
the result. The problem is that LLMs are designed to generate text but not to assign labels to text
and treat classification problems as text generation problems. As a result, we need another system
to map the LLM’s output to the label space (call it label mapping), that is, we extract “positive”
from “The polarity of the text can be classified as positive”. This is trivial in most cases because
we can identify label words via simple heuristics. But occasionally, LLMs may not express the
classification results using these label words. In this case, the problem becomes more complicated,
as we need some way to map the generated text or words to predefined label words.

One method to induce output labels from LLMs is to reframe the problem as a cloze task. For
example, the following shows a cloze-like prompt for polarity classification.

Analyze the polarity of the following text and classify it as positive, negative, or
neutral.

Text:
The service at the restaurant was slower than expected, which was a bit frustrat-
ing.

The polarity of the text is positive
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We can use LLMs to complete the text and fill the blank with the most appropriate word. Ide-
ally, we wish the filled word would be positive, negative, or neutral. However, LLMs are not
guaranteed to generate these label words. One method to address this problem is to constrain the
prediction to the set of label words and select the one with the highest probability. Then, the output
label is given by

label = argmaxPr(y|x) 3.1
yey

where y denotes the word filled in the blank, and Y denotes the set of label words
{positive, negative, neutral }.

Another method of using LLMs to generate labels is to constrain the output with prompts. For
example, we can prompt LLMs to predict within a controlled set of words. Here is an example.

Analyze the polarity of the following text and classify it as positive, negative, or
neutral.

Text:
The service at the restaurant was slower than expected, which was a bit frustrat-
ing.

What is the polarity of the text?

Just answer: positive, negative, or neutral.

Positive

Sentiment analysis is a common NLP problem that has probably been well understood by
LLMs through pre-training or fine-tuning. Thus we can prompt LLMs using simple instructions
to perform the task. However, for new classification problems, it may be necessary to provide
additional details about the task, such as the classification standards, so that the LLMs can perform
correctly. To do this, we can add a more detailed description of the task and/or demonstrate
classification examples in the prompts. To illustrate, consider the following example.
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Analyze the polarity of the following text and classify it as positive, negative, or
neutral. Here’s what each category represents:

Positive: This indicates that the text conveys a positive emotion or attitude. For
example, texts expressing happiness, satisfaction, excitement, or admiration are
considered positive.

Negative: This refers to a text that expresses a negative emotion or attitude. It
encompasses feelings of sadness, anger, frustration, or criticism.

Neutral: Neutral sentiment is used to describe texts that do not exhibit clear posi-
tive or negative emotions but instead convey informational, factual, or indifferent
tones.

Text:
The service at the restaurant was slower than expected, which was a bit frustrat-
ing.

What is the polarity of the text?

Positive

While it seems straightforward to use LLMs for classification problems, there are still issues
that have not been well addressed. For example, when dealing with a large number of categories,
it remains challenging to effectively prompt LLMs. Note that if we face a very difficult classifica-
tion problem and have a certain amount of labeled data, fine-tuning LLMs or adopting “BERT +
classifier”-like architectures is also desirable.

3.1.4.2 Information Extraction

Many NLP problems can be regarded as information extraction problems, involving the identifi-
cation or extraction of specific pieces of information from unstructured text. This information can
include named entities, relationships, events, and other relevant data points. The goal of infor-
mation extraction is to transform raw data into a format that can be easily analyzed and used in
various downstream applications.

As information extraction covers a wide range of problems, we cannot discuss them all here.
Instead, we start with the task of named entity recognition — a task that has long been a concern
in NLP. Named entity recognition is a process that detects and classifies key information in text
into specific groups. These key pieces of information, known as named entities, typically include
proper names and are categorized into distinct classes such as people, locations, organizations,
dates, monetary values, and percentages. Consider first a simple example of extracting person
names from a text>.

3The text is from https://edition.cnn.com/travel
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Identify all person names in the provided text.

Text:

Is the UK really doing that badly or have travel trends shifted, post-pandemic?
For Tom Jenkins, CEO of the European Tourism Organisation, it’s the latter. “I
think the UK is doing perfectly well but we’ll see more people going to Europe,”
he says of 2024, adding that there’s “allegedly a slight plateau of American de-
mand for the UK.”

The person name identified in the provided text is: Tom Jenkins

Then, we can extract all named entities.

Identify and classify all named entities in the provided text into categories such
as person names, locations, dates, and organizations. List each entity with its type
on one line.

Text:

Is the UK really doing that badly or have travel trends shifted, post-pandemic?
For Tom Jenkins, CEO of the European Tourism Organisation, it’s the latter. “I
think the UK is doing perfectly well but we’ll see more people going to Europe,”
he says of 2024, adding that there’s “allegedly a slight plateau of American de-
mand for the UK.”

1. Tom Jenkins - Person Name

2. European Tourism Organisation - Organization
3. UK - Location

4. Europe - Location
5. 2024 - Date

Given these identified named entities, we can further process the text using other information
extraction tasks. For example, we can identify the relationships between these named entities (call
it relation extraction). The corresponding prompt is shown as follows.
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Given a text and a list of named entities identified within it, analyze and describe
the relationships between these entities. Explain how each entity is contextually
related to others.

Text:

Is the UK really doing that badly or have travel trends shifted, post-pandemic?
For Tom Jenkins, CEO of the European Tourism Organisation, it’s the latter. “I
think the UK is doing perfectly well but we’ll see more people going to Europe,”
he says of 2024, adding that there’s “allegedly a slight plateau of American de-
mand for the UK.”

Named Entity:
Tom Jenkins, European Tourism Organisation, UK, Europe, 2024

Tom Jenkins - European Tourism Organisation: Tom Jenkins is the CEO of the

European Tourism Organisation. This indicates a professional association where
Tom Jenkins likely has a significant role in directing the organization’s activities,
especially those related to tourism in Europe.

If LLMs have been fine-tuned with instruction following for information extraction tasks, it
is relatively easy to perform various information extraction tasks. For example, the following is a
prompt template for information extraction.

You will be provided with a text. Your task is to {«task-descriptionx}

Text: {*text*}

Here task-description is the instruction for the task. Examples of the instruction include
extract the keywords from the text.
extract the key events from the text.
detect the coreference and anaphoric links between entities from the text.

and so on. Of course, we can provide a more detailed description of the task to prompt LLMs
more accurately.

3.1.4.3 Text Generation

In NLP, the term fext generation is used broadly to cover a wide range of different problems, many
of which focus on generating text based on given text. These problems can be roughly categorized
into two classes: 1) continual writing based on the input text (call it text completion), and 2)
transformation of the input text into another text (call it text transformation). Here, we illustrate
the prompts for the former and consider the prompts for the latter in the following discussion.
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A simple example of text completion is continuing to write a story starting with a few given
sentences.

You are a writer who is great at writing stories. You are provided with a few
sentences to start with. Please continue the story from the provided sentences.

Start of the story:

One sunny afternoon, Lily discovered a tiny, golden key hidden under a rock in
her backyard. Curious, she picked it up and wondered what it might unlock. Just
then, her cat, Whiskers, began to meow excitedly, leading her towards the old
oak tree at the edge of the garden.

Lily followed Whiskers, her heart pounding with excitement and a touch of
nervousness. The old oak tree had always seemed mysterious to her, its gnarled
branches casting long shadows even on the brightest days. As they reached the
tree, Whiskers darted ahead and started pawing at something buried beneath a

pile of autumn leaves ...

Likewise, we can create a conversation given the conversational context.

You are provided with a conversation between a tourist and a taxi driver. Please
complete the conversation.

Tourist: Could you take me to the downtown museum, please?

Taxi Driver: Of course! First time in the city?

Tourist: Yes, any must-see places around?

Taxi Driver: Definitely check out the botanical gardens after the museum.
They’re nearby and quite beautiful.

Tourist: Great, thanks for the tip!

Taxi Driver: No problem. Enjoy your visit!

Another application of text completion is generating text based on user requirements. The
requirements can include style, tone, length, and any specific content that the text should contain.
For example, users may need a formal report, a creative story, or a piece of programming code.
Here is a prompt for generating a five-character regulated Chinese poem.
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You are a poet. Please write a traditional Chinese poem. Here is the requirement.

Theme: Spring’s rejuvenation
Structure: Five-character regulated poem

Emotion: Convey a sense of happiness and renewal through vivid spring imagery.

BRI
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If the LLM is trained to generate language and code, we can prompt it to perform code com-
pletion tasks. Here is an example.

Please write a Python function to calculate the average of a list of numbers.

def calculate_average(numbers):
if numbers:  # Check if the list is not empty
return sum(numbers) / len(numbers)

else:

return 0 # Return 0 if the list is empty

3.1.4.4 Text Transformation

Typical text transformation tasks include machine translation, summarization, text style transfer,
and so on. The prompts used to perform these tasks are not significantly different from the ones
presented previously. Here, we present a few examples to showcase these prompts.

Translate the following text from English to Spanish.

Text:

The quick brown fox jumps over the lazy dog.

El rdpido zorro marrén salta sobre el perro perezoso.
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Summarize the following this article in no more than 50 words:
Article:

In recent years, urban areas have been facing significant challenges related to sus-
tainability and environmental management. Cities are experiencing higher rates
of pollution, increased traffic congestion, and greater demands on infrastructure.
This growth has led to numerous environmental issues, including elevated lev-
els of air and water pollution, increased waste production, and strained public
services ...

Urban areas are grappling with sustainability challenges, such asrising pollution,
traffic congestion, and infrastructure demands ...

Rewrite this text in a formal tone.

Text:

Hey, what’s up? Long time no see!

Hello, how have you been? It has been quite some time since we last met!

3.1.4.5 Question Answering

The question-answering format is inherently simple. For a given question, there is an answer that
corresponds to it. For example, in open-domain question answering, we expect the system to
return an answer in response to a user-submitted question. Prompt templates for general-purpose
question answering can be:

{*questionsx}

Question: {*xquestionx}

Answer:

Question answering is important in NLP because many problems can be framed as question-
answering tasks. In particular, many recent reasoning tasks are defined in the form of question
answering. For example, in the MMLU benchmark [Hendrycks et al., 2021], each example con-
sists of a multiple-choice question, and LLMs are required to select the correct answer. See the
following for an example prompt for answering a question in this dataset.
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(Z,x) is a group with a x b = a + b+ 1 for all a, b in Z. The inverse of a is

(A)
(B)
©)
(D)
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Prompting

Another widely-used benchmark is the GSM8K dataset [Cobbe et al., 2021]. It consists of
thousands of grade school math word problems. For each problem, we use LLMs to return a
solution in natural language. For example, the following is a prompt used for solving a problem

in GSMSK.

DEMO

USER

Q: Jerry’s two daughters play softball on different teams. They each have
8 games this season. Each team practices 4 hours for every game they
play. If each game lasts for 2 hours, how many hours will Jerry spend at
the field watching his daughters play and practice altogether?

A: Jerry will spend 8 games * 2 hours per game = < 8% 2 = 16 > 16
hours watching one daughter play her games. He will spend 16 x 2 =<
16 * 2 = 32 > 32 hours watching both daughters play their games. He
will spend 8 games * 4 hours of practice = < 8 x4 = 32 > 32 hours
watching one daughter practice. He will spend 32%2 =< 32%2 = 64 >
64 hours watching both daughters practice. He will spend a total of 32
hours watching games + 64 hours watching practice =< 32 + 64 =
96 > 96 hours. #### 96

Q: Mary bought six apples from the store. From the apples she bought,
for each that Mary ate, she planted two trees from the remaining ones.
How many apples did Mary eat?

A: She planted eight trees. This means she used half of that amount of
apples, which is 8 trees /2 trees/apple =< 8/2 = 4 > 4 apples. That
means that she planted four of the six apples she bought, leaving only 6
apples — 4 apples =< 6 — 4 = 2 >> 2 apples to be eaten. #### 2

Q: Boris has 100 apples. Beck has 23 fewer apples than Boris. If Boris
gives Beck 10 apples, how many fewer apples does Beck have than Boris
now?

A: Boris starts with 100 apples and gives Beck 10 apples, leaving

him with 100 apples —10 apples =< 100 — 10 =90 > 90 apples.
Initially, Beck has 23 fewer apples than Boris, giving him a

starting count of 100 — 23 =< 100 — 23 = 77 > 77 apples. After
receiving 10 apples from Boris, Beck’s total comes to 77 apples +10

apples =< 77 4+ 10 = 87 > 87 apples. Consequently, Beck now has

90 — 87 =< 90 — 87 = 3 > 3 fewer apples than Boris. #### 3




3.2 Advanced Prompting Methods 115

Here a few-shot prompt is adopted. The LLM learns from these demonstrations of problem-
solution pairs not only the way of problem-solving but also the way of formatting the output. For
example, the final result of calculation follows the #### token, and < ... > annotates the detailed
calculation steps (called calculation annotation)*.

3.2 Advanced Prompting Methods

So far in this chapter, we have introduced the basic concepts related to LLM prompting and pre-
sented a number of prompts for NLP tasks. We now consider several techniques for enhancing the
effectiveness of prompting.

3.2.1 Chain of Thought

We have encountered the concept of chain of thought (CoT) several times in this chapter and
previous ones [Wei et al., 2022¢c; Chowdhery et al., 2022]. CoT methods provide a simple way
to prompt LLMs to generate step-by-step reasoning for complex problems, thereby approaching
tasks in a more human-like manner. Rather than coming to a conclusion directly, the CoT methods
instruct LLMs to generate reasoning steps or to learn from demonstrations of detailed reasoning
processes provided in the prompts. To illustrate CoT, we consider the problem of algebraic calcu-
lation, as commonly described in the literature. Suppose we are given a algebraic problem

Calculate the average of the numbers 2, 4, and 6.

We can consider it as the question and prompt an LLM to answer it.

Q: Please calculate the average of the numbers 2, 4, and 9.

A: The answer is 6.

It seems difficult for the LLM to directly give a correct answer. A simple improvement is to
add demonstrations of similar problems in the prompt, and thus the LLM can learn from these
demonstrations.

Q: Please calculate the average of the numbers 1, 3, 5, and 7.

A: The answer is 4.

Q: Please calculate the average of the numbers 2, 4, and 9.

A: The answer is 7.

The problem here is that, although we have shown a similar question-answer pair, it remains
difficult for the LLM to reason out the correct answer. In CoT, not only can LLMs learn from the

4During prediction, a calculator is used when we see < ... >>. More specifically, once the LLM encounters “="
in a < ... >, then the calculator calculates the expression on the left-hand side of “=". This method helps reduce the
calculation errors made by LLMs.
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correspondence between questions and answers but they may gain more from detailed problem-
solving steps that used to derive the answers. To do this, we can incorporate some reasoning steps
into the prompt to obtain a CoT prompt.

Q: Please calculate the mean square of the numbers 1, 3, 5, and 7.

A: Calculate the square of each number: 12=1,32=09, 5% =25, and 72 = 49.
Sum the squares, 1 + 9 + 25 + 49 = 84. There are 4 numbers in total. Divide
the sum by the number of items, 84/4 = 21. The answer is 21.

Q: Please calculate the average of the numbers 2, 4, and 9.

A: Calculate 2 + 4 + 9, which equals 15. There are three numbers. Divide the
total sum by the count, resulting in 15/3 = 5. The answer is 5.

Here we highlight the reasoning steps in green. By providing a detailed reasoning process for
a similar problem, the LLM learns to reason and thereby generates a problem-solving path that
leads to the correct answer.

There are several benefits of using CoT prompting. First, CoT allows LLMs to decom-
pose complex problems into smaller, sequential reasoning steps. This somewhat mirrors human
problem-solving behaviors, making it particularly effective for tasks requiring detailed, multi-step
reasoning. Second, CoT makes the reasoning process more transparent and interpretable. Since all
reasoning steps are visible, we can understand and interpret how a conclusion was reached. Third,
if users can follow the logic behind the reasoning process, they will be more likely to trust the pre-
dictions of an LLM. This is particularly important when applying LLMs in fields like medicine,
education, and finance. Fourth, CoT is an in-context learning approach, and thus, it is applicable
to most well-trained, off-the-shelf LLMs. Moreover, CoT provides efficient ways to adapt LLMs
to different types of problems. It can even inspire more creative solutions by exploring various
alternative reasoning paths, which might not be obvious when arriving at a conclusion directly.

The method described above requires providing one or more examples of CoT reasoning, typ-
ically called the few-shot CoT method. By contrast, the zero-shot CoT method does not require
such examples. It instead prompts LLMs to reason step-by-step by incorporating specific instruc-
tions in prompts. For example, below is a zero-shot CoT prompt.

Q: Please calculate the average of the numbers 2, 4, and 9.
A: Let’s think step-by-step.
We have three numbers: 2, 4, and 9. Add these numbers together,

24+4+9=15. Determine how many numbers there are, which in this case

is three. The average is calculated by dividing the total sum by the number of
elements. Completing the division gives 15/3 = 5. So the answer is 5.

Following the instruction “Let’s think step by step”, the LLM is prompted to generate detailed
reasoning steps. As discussed in Kojima et al. [2022]’s work, prompting with such instructions
may result in LLMs generating only the reasoning steps without a clear conclusion. In this case,
a second round of prompting can be used to extract the answer from these reasoning steps. For
example, Kojima et al. [2022] create a second prompt which combines both the input and output
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in the first round of prompting. Using this combined input, the LLM can continue its reasoning
process and then generate the correct answer. Furthermore, it is possible to prompt LLMs to
reason using instructions other than “Let’s think step by step”, such as “Let’s think logically” and
“Please show me your thinking steps first”.

While we have illustrated CoT methods using an algebraic reasoning problem, these methods
can be applied to a variety of different problems. Typical problem-solving scenarios for CoT
include mathematical reasoning, logical reasoning, commonsense reasoning, symbolic reasoning,
code generation, and so on. See Figure 3.1 for more examples of applying CoT in various tasks.

CoT today is one of the most active fields of prompt engineering. This has not only led to im-
proved performance for LLM prompting but has opened the door to a wide range of methods for
studying and verifying reasoning capabilities of LLMs. Although we have focused on the basic
idea of CoT in this section, it can be improved in several ways. For example, we can consider the
reasoning process as a problem of searching through many possible paths, each of which may con-
sist of multiple intermediate states (i.e., reasoning steps). In general, we wish the search space to
be well-defined and sufficiently large, so that we are more likely to find the optimal result. For this
reason, an area of current LLM research is aimed at designing better structures for representing
reasoning processes, allowing LLMs to tackle more complex reasoning challenges. These struc-
tures include tree-based structures [Yao et al., 2024], graph-based structures [Besta et al., 2024],
and so on. By using these compact representations of reasoning paths, LLMs can explore a wider
range of decision-making paths, analogous to System 2 thinking®. Another line of research fo-
cuses on prompting LLMs with multi-round interactions. This involves decomposing complex
problems into sub-problems, verifying and refining model outputs, employing model ensembling,
and so on. Note that these methods and the issues involved are not limited to CoT. In fact, they
are often used as more general approaches to improving LLMs, while CoT can be seen as a way
to test the capabilities of LLMs. We will see discussions of some of these issues in the following
subsections.

Before leaving our discussion of CoT, we should consider its practical limitations. One of them
is the need for detailed, multi-step reasoning demonstrations in few-shot CoT scenarios, which
may be difficult to obtain, either automatically or manually. Also, there is no standard method for
breaking down complex problems into simpler problem-solving steps. This often heavily depends
on the user’s experience. In addition, errors in intermediate steps can also affect the accuracy of
the final conclusion. For further discussion on the pros and cons of CoT, the interested reader can
refer to recent surveys on this topic [Chu et al., 2023; Yu et al., 2023; Zhang et al., 2023a].

3.2.2 Problem Decomposition

We have seen that LLMs can benefit from solving a complex problem by breaking it down into
simpler problem-solving tasks. Such an approach can be seen as an example of a broader paradigm
known as problem decomposition, which has been extensively explored and discussed in psy-
chology and computer science. From the psychological perspective, complex problem-solving
refers to a process of addressing a problem using knowledge that helps overcome the barriers of

3 System 1 and System 2 thinking, as described by Kahneman [2011], represent two different modes of cognitive
processing. System 1 is fast, automatic, intuitive, and emotional. This mode of thinking operates effortlessly and
quickly, and is often what guides our daily decisions, judgments, and impressions. System 2 is slow, deliberate, and
analytical. It is activated when we need to perform complex computations.
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Q: What home entertainment equipment re-
quires cable?

Answer Choices: (a) radio shack (b) substa-
tion (c) television (d) cabinet

A: The answer must require cable. Of the
above choices, only television requires cable.
So the answer is (c).

Q: What type of person typically contracts
illness?

Answer Choices: (a) hospital (b) head (c)
sick person (d) elderly person (e) doctor’s of-
fice

A: The answer must be a person suscepti-

ble to illness. Of the choices, "elderly per

son" is correct because they typically have

weaker immune systems.
So the answer is (d).

Q: Do hamsters provide food for any ani-
mals?

A: Hamsters are prey animals. Prey are food
for predators. Thus, hamsters provide food
for some animals. So the answer is yes.

Q: Can you use Microsoft Office without in-
ternet?

A: Yes, you can use Microsoft Office appli-

cations , although features like cloud stor-

age and online collaboration require inter-

net. So the answer is yes.

(a) CSQA

(b) StrategyQA

Q: Complete the rest of the sequence, mak-
ing sure that the parentheses are closed prop-
erly. Input: [ {

A: Let’s think step by step.

0: empty stack

1: [; stack: [

2: {;stack: [{

So the answer is } |.

Q: Complete the rest of the sequence, mak-
ing sure that the parentheses are closed prop-
erly. Input: < [ |

A: Let’s think step by step.

0: empty stack

1: < stack: <

2: [ stack: < [

3: [ stack: <[]

So the answer is | | >.

Q: Take the last letters of the words in "Elon
Musk" and concatenate them.

A: The last letter of "Elon" is "n". The last
letter of "Musk" is "k". Concatenating them
is "nk". The answer is nk.

Q: Take the last letters of each words in "Re-
nata Mariela Mona Kristin" and concatenate
them.

A: The last letter of "Renata" is "a". The

last letter of "Mariela" is "a". The last let-

nonn

ter of "Mona" is "a"". The last letter of

nn

"Kristin" is "n". Concatenating them is

"aaan". The answer is aaan.

(c) Dyck languages

(d) Last Letter Concatenation

Fig. 3.1: CoT in four different reasoning tasks, including CSQA, StrategyQA, Dyck languages, and Last Letter Con-
catenation. The CoT parts are highlighted in green.

the problem®. There are generally no standard or clear paths to a solution for a complex prob-
lem. However, it is often advantageous to employ strategies that decompose the problem, thereby
making it easier to tackle the corresponding sub-problems with less effort. For example, consider
writing a blog about the risks of Al If we simply prompt an LLM with the instruction “Please
write a blog about the risks of AI”, the LLM may generate a blog with arbitrary structures and

6 A relatively formal definition can be found in Frensch and Funke [2014]’s book: complex problem-solving occurs
to overcome barriers between a given state and a desired goal state by means of behavioral and/or cognitive, multi-step
activities.
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writing styles. A better method, instead, could be to outline the blog and provide more detailed
information about each section. Consider the following prompt

You are a blog writer. Please follow the provided outline below to write a blog
about the risks of Al

* Introduction
Introduce Al, its relevance, and the importance of understanding its risks for youth.

* Privacy Concerns
Discuss how Al might compromise personal privacy through interactions online.

* Misinformation
Explore AI’s role in spreading misinformation and influencing young people’s deci-
sions.

* Cyberbullying
Highlight how Al tools can be utilized in cyberbullying and the impact on mental
health.

* Tips for Safe Al Use
Offer guidelines for responsible Al usage and promote critical thinking.

* Conclusion
Recap main points and encourage proactive engagement with Al ethics.

Here we give the title and major points for each section. Then, the LLM can use this structure to
break down the writing task by filling in content for these sections. Note that the way to structure
the blog can be provided by humans or even generated automatically. For example, we can use
the LLM to first generate the outline, and then ask it to follow this outline to complete the writing.

In computer science, decomposing complex problems is a commonly used strategy in software
and hardware system design. A well-known example is the divide-and-conquer paradigm, which
is often used to design algorithms for computation problems that can be reduced to simpler, more
manageable problems. For example, consider a problem of determining whether a document
discusses the risks of AI. We can instruct the LLLM with the following prompt.

You are provided with a text. Please determine whether it discusses the risks of
AlL

{*documentx}

If the document is long, the computation will be expensive. Alternatively, we can divide
the document into relatively short segments and perform the same task on each segment. These
segments can be processed in parallel to further reduce the computational cost. Next, we determine
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the relevancy of each segment to the topic of Al risks. The final output is then generated using
another prompt.

Your task is to determine whether a text discusses the risks of Al This text has
been divided into segments, and you have obtained the relevancy of each segment
to the topic of Al risks. Based on this, please provide your final result.

Segment 1: {*relevancy-to-the-topiclx}
Segment 2: {*relevancy-to-the-topic2x}
Segment 3: {*relevancy-to-the-topic3x}

Now let us return to a more general discussion of problem decomposition in prompting. While
problem decomposition can be applied to various NLP problems, it has been more extensively
discussed and tested in reasoning tasks recently. For complex reasoning tasks, we often need
a multi-step reasoning path to reach a correct conclusion. We can use LLMs to achieve this in
three different ways. First, LLMs can directly reach the conclusion. In other words, they can
predict without explicit reasoning processes, and there is a hidden and uninterpretable reasoning
mechanism. Second, LLMs are prompted to generate a multi-step reasoning path that leads to the
conclusion, like CoT. However, we run LLMs just once, and all intermediate steps in reasoning
are generated in a single prediction. Third, we break down the original problem into a number of
sub-problems, which are either addressed in separate runs of LLMs or tackled using other systems.
Here we focus our attention on the third approach, which is closely related to problem decompo-
sition. Note, however, that a more comprehensive discussion could cover all these approaches,
while the first two have been discussed to some extent in this chapter.

A general framework for problem decomposition involves two elements.

* Sub-problem Generation. This involves decomposing the input problem into a number of
sub-problems.

* Sub-problem Solving. This involves solving each sub-problem and deriving intermediate
and final conclusions through reasoning.

These two issues can be modeled in different ways, leading to various problem decomposition
methods. One approach is to treat them as separate steps in a two-step process. For example,
consider the blog writing task described at the beginning of this subsection. In the first step, we
decompose the entire problem into sub-problems all at once (i.e., outline the blog). In the second
step, we solve the sub-problems either sequentially or in another order (i.e., fill in content for
each section as needed). The final output of this process combines the results from solving each
sub-problem. While this method is simple and straightforward, it assumes that the problem is
compositional, making it more suitable for tasks like writing and code generation.

However, many real-world problems require complex reasoning. One key characteristic of
these problems is that the reasoning steps may not be fixed. The reasoning path can vary for
different problems, and each step of reasoning may depend on the outcomes of prior steps. In
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such cases, it is undesirable to use fixed sub-problem generation in advance. Instead, sub-problems
should be generated dynamically based on the input problem, and, if possible, generated on the
fly during the reasoning process. This makes problem decomposition more challenging compared
with designing divide-and-conquer algorithms. Ideally, we would like to jointly design both the
systems for sub-problem generation and sub-problem solving. But a more practical and widely
used approach is to adopt separate models for these tasks. A straightforward way to achieve this
is to adapt an LLM for these tasks by either prompting or tuning the model.

Here we consider a method based on the above idea, called least-to-most prompting [Zhou et al.,
2023b]. The motivation for this method arises from the challenges of solving difficult reasoning
problems — those that cannot be addressed by simply generalizing from a few examples. For
these problems, a more effective problem-solving strategy is to follow a progressive sequence of
sub-problems that systematically lead to the conclusion. More specifically, in the least-to-most
prompting method, sub-problem generation is performed by prompting an LLM with instructions
and/or demonstrations. For example, below is a 2-shot prompt for sub-problem generation in
least-to-most prompting.

TASK  Your task is to decompose a problem into several sub-problems. You will
be given a few examples to illustrate how to achieve this.

DEMO  Q: In a community, 5% of the population are infants, 15% are children,
40% are adults, and 40% are seniors. Which group makes up the largest
portion of the population?

A: To answer the question “Which group makes up the largest portion of the
population?”, we need to know: “How many percent are infants?”’, “How
many percent are children?”, “How many percent are adults?”, “How many
percent are seniors?”.

Q: Alice, Bob, and Charlie brought beads for their group project in their
craft class. Alice has twice as many beads as Bob, and Bob has five times
as many beads as Charlie. If Charlie has 6 beads, how many beads can they
use for their craft project?

A: To answer the question “How many beads can they use for their craft
project?”, we need to know: “How many beads does Bob have?”, “How
many beads does Alice have?”.

USER  Q: The environmental study conducted from 2015 to 2020 revealed that the
average temperature in the region increased by 2.3 degrees Celsius. What
was the duration of the environmental study?

A: To answer the question “What was the duration of the environmental

study?”, we need to know: “When did the environmental study start?”’,

“When did the environmental study end?”.

By learning from the examples, the LLM can generate two sub-problems for answering the
new problem “What was the duration of the environmental study?” (highlighted in blue and
orange). Given these sub-problems, we solve them sequentially. For each sub-problem, we take
all previously-generated QA pairs as context, and then produce the answer. For the example above,
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we need to answer the first sub-problem by prompting the LLM, like this

The environmental study conducted from 2015 to 2020 revealed that
the average temperature in the region increased by 2.3 degrees Celsius.

SUB-PROBI  Q: When did the environmental study start?

A: The environmental study started in 2015.

Once we have the answer to the first sub-problem, we proceed to the second one. This time,
we include both the first sub-problem and its corresponding answer in the input.

The environmental study conducted from 2015 to 2020 revealed that
the average temperature in the region increased by 2.3 degrees Celsius.

SUB-PROBI  Q: When did the environmental study start?
A: The environmental study started in 2015.

SUB-PROB2  Q: When did the environmental study end?
A: The environmental study started in 2020.

Finally, we use the LLM to solve the original problem given the answers to all the sub-
problems.

The environmental study conducted from 2015 to 2020 revealed that
the average temperature in the region increased by 2.3 degrees Celsius.

SUB-PROBI  Q: When did the environmental study start?

A: The environmental study started in 2015.

SUB-PROB2  Q: When did the environmental study end?
A: The environmental study started in 2020.

FINAL  Q: What was the duration of the environmental study?

A: The duration of the environmental study was 5 years.

The least-to-most method offers a basic approach to prompting LLMs to generate and solve
sub-problems separately. We can improve it in several ways. One simple improvement is to apply
various advanced prompting techniques, which do not require changes to the problem decom-
position framework. For example, we can incorporate CoT into the prompting to enhance the
reasoning performance of sub-problem generation and solving.

Another improvement is to explore methods for better decomposing problems and organizing
problem-solving paths. To describe these approaches, we will use the symbol pg to denote the
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input problem, and use the symbols {p1, ..., p, } to denote the sub-problems corresponding to py.
For least-to-most prompting, we decompose py into {p1, ..., p, }, given by

where G(-) denotes the function of sub-problem generation. Then, we solve the sub-problems
{p1,...,pn} sequentially, resulting in a sequence of answers {a1, ..., a, }. For answering the i-th
sub-problem p;, we include both the original problem pg and all previously-seen problem-answer
pairs in the context for prediction. The answer a; is given by

a; = Si(pi, {po,v<i>a<i}) (3.3)

where p<; = {p1,...,pi—1} and a«; = {a1,...,a;—1}. S;(-) denotes the function that solves the
sub-problem p; given the context {pg, p<i, a<;}. The last step is to generate the answer to the
original problem pg, which can be expressed in a similar manner to Eq. (3.3).

apo = So(po, {p<n,a<n}) (3.4)

One way to refine this model is to modify the G/(-) function so that the model can dynamically
generate answers. Instead of generating all sub-problems at one time, we can generate each of
them during problem-solving [Dua et al., 2022]. To do this, we can replace Eq. (3.2) with

pi = Gi(po,{p<i>a<i}) (3.5)

Hence we obtain a sub-problem generation model that operates in a step-by-step manner. At each
step ¢, we first generate the sub-problem p; by prompting an LLM with the original problem pg
and the problem-solving history {p<;, a<;}. We then generate the answer a; for this sub-problem
using the same or a different LLLM, based on the same contextual information (see Eq. (3.3)). This
method effectively expands the reasoning capacity of LLMs by allowing them to dynamically
generate and solve sub-problems in intermediate reasoning steps. As a result, the reasoning paths
are not fixed in advance, and the models can choose and adapt their reasoning strategies during
problem-solving.

Another way to improve the above model is to focus on developing better sub-problem solvers.
In our previous discussion, we restricted S;(-) to LLMs that are prompted to solve the sub-problem
pi. In fact, we can expand this function to any system that is capable of addressing the sub-
problem. For example, S;(-) could make calls to IR systems, thereby allowing us to access a
broader range of data for problem-solving. Another example is using S;(-) as a calculator to
accurately compute results in mathematical problem-solving. If the sub-problem p; is complex
and requires multiple intermediate problem-solving steps, it is also possible to further decompose
p; into smaller sub-problems. For example, S;(-) can be defined as a recursive program that
generates and solves sub-problems. This incorporates recursion into problem-solving and allows
us to address problems by iteratively decomposing them. As a result, we can define a hierarchical
structure for problem-solving [Khot et al., 2023].

If we generalize the above formulation a bit further, we can consider it as a reinforcement
learning problem. A typical method is to model a problem-solving process as a decision making
process. In each step of this process, an action is taken based on the current state. These actions
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can include all functions for sub-problem generation and solving (i.e., G;(-) and S;(-)). Thus,
the action sequence corresponds to a problem-solving path. Since the discussion of reinforcement
learning problems is beyond the scope of this chapter, we skip the precise description of this
learning task. Nevertheless, developing an agent or controller to determine when and how to
generate and solve a sub-problem is also a natural choice.

In NLP, problem decomposition is related to a long line of research on multi-hop question
answering [Mavi et al., 2024]. This task requires the system to gather and combine information
from multiple pieces of text to provide an accurate answer to a complex question. For example,
to answer the question “What is the capital of the country where Albert Einstein was born?”, we
need to know “Where Albert Einstein was born?” and “What’s the capital of Germany?”. Earlier
work in this area and related ones has investigated the issue of problem decomposition, though the
methods might not be based on LLMs. For example, a popular method is to develop an additional
neural model to generate simpler questions that address different aspects of the original question
[Andreas et al., 2016; Talmor and Berant, 2018; Min et al., 2019]. This question generator can
create questions in a batch or sequential manner.

Broadly speaking, problem decomposition is also related to the compositionality issue in NLP
[Drozdov et al., 2022; Press et al., 2023]. For example, in semantic parsing, we map natural lan-
guage sentences into structured meaning representations by breaking them down into constituent
parts and understanding the sentences based on the meanings of these parts and the rules used to
combine them. In early studies of this field, highly compositional sentences were considered easier
for testing systems, as it is relatively straightforward to decompose such sentences and compose
the meanings of their parts. However, the task becomes much more difficult when more gener-
alization is required for modeling compositionality in new data. In this case, we want systems
to have improved abilities of compositional generalization. In more recent research on LLMs,
this issue has been frequently discussed in compositional reasoning tasks, such as SCAN’, as it
is considered an important aspect of testing the language understanding and reasoning abilities
of LLMs. This also presents new tasks for developing and examining problem decomposition
methods.

In LLMs, one interesting application of problem decomposition is tool use. In some cases,
it is necessary to integrate external tools into LL.Ms to access accurate data not available during
training or fine-tuning. For example, LLMs can integrate with APIs to fetch real-time data such
as weather updates, stock market prices, or news feeds, enabling them to provide up-to-date re-
sponses to user queries. When using tools, LLM predictions might include markers that indicate
where and how to call external APIs. This requires decomposing the problem into sub-problems,
with some handled by the LL.Ms and others by external tools. More detailed discussions on this
topic will be presented in Section 3.2.5.

3.2.3 Self-refinement

In many cases, predictions of LLMs can be inaccurate or incorrect. Given that current LLMs can
perform tasks like refinement and correction, it makes sense to explore methods for these models
to self-refine their outputs. Self-refinement is a common phenomenon in human psychological

"The SCAN tasks (Simplified versions of the CommAI Navigation tasks) are designed to evaluate the ability of
LLMs to perform compositional generalization [Lake and Baroni, 2018]. They involve translating natural language
commands into a sequence of actions. For example, a command “jump opposite left and walk thrice” can be translated
into the action sequence “LTURN LTURN JUMP WALK WALK WALK”.
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activities and daily behavior. For example, when designing a product, a designer might first create
a basic prototype, then refine the design after evaluation and testing to enhance user experience
and functionality. The refinement can be iterated several times until the design is satisfactory. The
idea of predict-then-refine can also be found in NLP. One early example is Brill’s tagger [Brill,
1992], where an initial POS tagging result of a sentence can be iteratively refined using a rule-
based system. In the era of deep learning, a good deal of work on sequence-to-sequence problems,
such as grammar correction and text rewriting, can also be seen as examples on this theme.

We can prompt LLMs to do self-refinement. Consider a simple example where we first use
an LLM to translate a text from Chinese to English and then use the same model to refine the
translation. Here is how we can prompt the model to translate:

Translate the following text from Chinese to English:

Chinese:

— RPN AN E L I S AE R SR IRIT S P E AL . B A
ARIBTFCRRINT, RAMEEA58005E 5, Hfe ki B&> X IAEAK
MBI B2 L, HEASCRREIRATINERM B -

English:

A series of discoveries have cemented the significant role of the Hongshan
culture in studies on the origins of Chinese civilization. The latest research
findings suggests that, starting from around 5800 years ago, many regions

across China began to experience noticeable social differentiations, entering an
accelerated phase in the origin of civilization.

Then, we can prompt it to refine the translation:
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You are provided with a Chinese text along with its English translation. Please
refine the translation to improve its accuracy and fluency if necessary.

Chinese:

— RN A B ELL I SCAE P A STRE IR 5T AP R B E L« e
BTSRRI, R MEEA58005E 1R, Aokt b &> X IiRE 4K
MBI EAE 2L, HEASCRARIRATIERM B -

English:

A series of discoveries have cemented the significant role of the Hongshan cul-
ture in studies on the origins of Chinese civilization. The latest research findings
suggests that, starting from around 5800 years ago, many regions across China

began to experience noticeable social differentiations, entering an accelerated
phase in the origin of civilization.

Refinement:

A series of archaeological discoveries have cemented the significant role
of the Hongshan culture in studies on the origins of Chinese civilization.
The latest research findings suggest that, starting from around 5800 years

ago, various regions across China began to experience noticeable social
differentiations, entering an accelerated phase in the origin of civilization.

Here modifications to the input translation are highlighted in green. This process can be iterative:
at each step, we use the translation from the previous step as input, and prompt the LLM to produce
a potentially better translation.

In the above example, the refinement of the initial model output was achieved by prompting the
LLM with a simple instruction like “Please refine it!”. However, the refinement is based solely on
the instruction-following ability of the LLM, and there is no guidance or supervision on how and
where to improve the model output. A more effective approach would be to consider feedback on
specific aspects that need refinement. For example, we can prompt the LLM with “Please correct
all the grammatical errors in the translation”, so that the model can focus more on grammatical
error correction during refinement.

A general framework of self-refinement with LLMs involves three steps [Madaan et al., 2024].

* Prediction. We use an LLM to produce the initial model output.
* Feedback Collection. We obtain feedback on the model output.

* Refinement. We use the LLM to refine the model output based on the feedback.

The last two steps can be repeated multiple times, which leads to an iterative self-refinement
process. In this framework, receiving accurate and detailed feedback is critical as it guides the sub-
sequent refinement step. In general, feedback can be obtained in various ways [Fernandes et al.,
2023; Pan et al., 2024]. We can manually examine the model’s predictions to identify issues. Also,
we can use a feedback model to automatically generate feedback. For instance, a reward model
trained on some labeled data can help evaluate the model output and return a score indicating its
quality.
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Since the focus of this chapter is on LLM prompting, we consider use LL.Ms to provide feed-
back. To illustrate, let us consider an example of generating good responses to user questions:

* First, we prompt an LLM to answer the input question, as usual.

Generate a response to the question: “What are some major environmental
concerns today?”
Response:

Major environmental concerns today include climate change, air and water
pollution, deforestation, loss of biodiversity, and ocean degradation.

* Then, using the following prompt, we prompt the same LLLM again to get feedback on the
generated response.

You will be provided with a question and its corresponding response. Eval-
uate the accuracy and depth of this response, and identify any factual in-
accuracies or areas where additional details could enhance understanding.
Question:

What are some major environmental concerns today?

Response:

Major environmental concerns today include climate change, air and water
pollution, deforestation, loss of biodiversity, and ocean degradation.
Feedback:

The response provided is accurate and highlights key environmental
concerns. However, it would benefit from more specific and detailed
descriptions of these concerns. Here are suggestions for improvement:

1. Include specific examples of environmental issues.

2. Add information about major pollutants.

3. Specify the regions most affected.

* Given the feedback the LLM produces, we prompt it to refine the response.
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You will be provided with a question, its corresponding response, and
some feedback on this response.
Question:

What are some major environmental concerns today?

Response:

Major environmental concerns today include climate change, air and water
pollution, deforestation, loss of biodiversity, and ocean degradation.
Feedback:

The response provided is accurate and highlights key environmental con-
cerns. However, it would benefit from more specific and detailed descrip-
tions of these concerns. Here are suggestions for improvement:

1. Include specific examples of environmental issues.
2. Add information about major pollutants.
3. Specify the regions most affected.

Now refine the response based on the provided feedback.
Refined Response:

Key environmental concerns include climate change, evidenced by rising

global temperatures and severe weather patterns; significant air and

water pollution in urban and industrial areas; rampant deforestation in

regions like the Amazon, causing biodiversity loss; and ocean degradation,
highlighted by coral reef bleaching and widespread overfishing.

Ideally, if a strong LLM is adopted, we would like to have it perform all three steps without
extra training. On the other hand, if we have enough labeled data for the task of interest, we can
enhance the performance of the LLM using supervised learning. For example, we can fine-tune
the LLM to better adapt it to refinement tasks, or alternatively, use task-specific models, which
may not necessarily be based on LLMs [Welleck et al., 2023; Schick et al., 2023]. In a broader
sense, improving LLMs for self-refinement tasks can be seen as an alignment issue. For example,
it has been found that some self-correction abilities can be activated through RLHF [Ganguli et al.,
2023]. However, discussing these issues is beyond the scope of this chapter. Further discussion
can be found in Chapter 4.

In LLMs, self-refinement is related to several concepts that reveal the psychological aspects
of these models, such as the ability to self-reflect. A view is that if LLMs are capable of self-
reflection, their predictions can become more accurate and even possess self-correcting capabili-
ties. This self-reflection can be activated in various ways, for example, by prompting these LLMs
to engage in more in-depth and careful thinking, or by providing examples from which the models
can learn and reflect. To illustrate, we consider here the deliberate-then-generate (DTG) method
presented in Li et al. [2023a]’s work, where LL.Ms are prompted to deliberate. In DTG, we are
given an initial model output which may contain errors. LLMs are then prompted to identify the
error types of this model output and provide an improved output. Below is a template of DTG
prompting for Chinse-to-English translation tasks.
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Given the Chinese sentence: {*sourcex}

The English translation is: {xtargetx}

Please first detect the type of error, and then refine the translation.

Error Type:

We aim to first predict the error type (red), and then produce a refined translation (blue). This
process of deliberation is guided by the instruction “Please first detect the type of error, and then
refine the translation”. It encourages LLMs to initially engage in thoughtful analysis and then give
better results. Since error type prediction and refinement are performed in a single run of LLMs,
this method incorporates both steps of feedback and refinement into one process.

In the above prompts, we assume that the LLM we use is able to review the input translation
and correctly identify its error types. However, this raises new difficulties as the model may not
be good at finding errors in translations. This will in turn result in extra fine-tuning or prompt-
ing engineering efforts. So a simpler method is to reduce the burden of error identification and
use LLMs for deliberation only. To do this, we can replace the input translation with a random
translation and assign a default error type. An example of such a prompt is shown below.

Given the Chinese sentence:
— RIN A INBERE AL L S AE A e SRR IR A 50 P B B AT -
The English translation is:

A variety of innovative techniques have redefined the importance of modern art
in contemporary cultural studies.

Please first detect the type of error, and then refine the translation.
Error Type: Incorrect Translation

In this example, the input translation is not generated by LLMs but is instead randomly sam-
pled from the dataset. So it is simply an incorrect translation for the source sentence, and we can
set the error type accordingly. The LLMs then generate a new translation by taking both the source
sentence and the incorrect translation as input. The design of this prompt can also be considered as
activating the learning capabilities of LLMs through “negative evidence” [Marcus, 1993], thereby
enabling them to reflect and produce better outcomes through contrastive analysis. Nevertheless,
this method does not rely on any feedback and can enhance the performance of a single LLM
prediction via simple prompting.

Note that while DTG is non-iterative, iterative learning and refinement are commonly used
in NLP. An advantage of these iterative approaches are that they mimics human learning and
problem-solving, where continuous feedback and adjustments lead to progressively improved out-
comes. Iterative methods can be applied to a range of LLM prompting problems. For example, in
problem decomposition, one can incorporate new sub-problems and their solutions into the con-
text at each step, and thus LLMs can progressively approach the solution of the original problem.
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On the other hand, iterative methods raise several issues that are absent in non-iterative meth-
ods, for example, errors in earlier steps may negatively impact subsequent problem-solving, and
determining when to stop iterating often requires additional engineering effort.

3.24 Ensembling

Model ensembling for text generation has been extensively discussed in the NLP literature. The
idea is to combine the predictions of two or more models to generate a better prediction. This
technique can be directly applicable to LLMs. For example, we can collect a set of LLMs and run
each of them on the same input. The final output is a combined prediction from these models.

For LLM prompting, it is also possible to improve performance by combining predictions
based on different prompts. Suppose we have an LLM and a collection of prompts that address
the same task. We can run this LLM with each of the prompts and then combine the predictions.
For example, below are three different prompt templates for text simplification.

Make this text simpler.
{*textx}

Condense and simplify this text.
{xtextx}

Rewrite for easy reading.
{xtextx}

Each of these prompts will lead to a different prediction, and we can consider all three predictions
to generate the final one.

Formally, let {x1, ..., xx } be K prompts for performing the same task. Given an LLM Pr(-|-),
we can find the best prediction for each x; using y; = arg max,, Pr(y;|x;). These predictions
can be combined to form a “new” prediction:

A

y = Combine(yi,....¥x) (3.6)

Here Combine(+) is the combination model, which can be designed in several different ways. For
example, we can select the best prediction by voting or by identifying the one that overlaps the
most with others. Another method for model combination is to perform model averaging during
token prediction. Let §j; be the predicted token at the j-th step for model combination. The
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probability of predicting §j; is given by

K

g; = argmax » logPr(y;|xg, g1, ..., 9j-1) (.7
Yi k=1

In ensembling for LLM prompting, it is generally advantageous to use diverse prompts so that
the combination can capture a broader range of potential responses. This practice is common in
ensemble learning, as diversity helps average out biases and errors that may be specific to any
single model or configuration. From the Bayesian viewpoint, we can treat the prompt x as a latent
variable, given the problem of interest, p. This allows the predictive distribution of y given p to
be written as the distribution Pr(yy|x) marginalized over all possible prompts

Pr(ylp) = JPr(y\x) Pr(x|p)dx (3.8)

The integral computes the total probability of y by considering all possible values of x, weighted
by their likelihoods given p. Here Pr(y|x) is given by the LLM, and Pr(x|p) is the prior distri-
bution of prompts for the problem. This is a good model because the integral effectively accounts
for the uncertainty in the choice of x, ensuring that the final predictive distribution Pr(y|p) is
robust and encompasses all potential variations and biases in the prompts. However, computing
this integral directly can be computationally infeasible due to the potentially infinite space of x.
One approach to addressing this issue is to employ methods like Monte Carlo sampling, which
approximate the integral using a manageable, finite number of prompts.

While the Bayesian treatment is mathematically well-defined, it is common practice in NLP
to assume a non-informative or uniform prior and focus instead on constructing a set of diverse
prompts. Consequently, the output can be computed using a straightforward combination model,
as described in Eq. (3.6). The issue of creating high-quality, diverse prompts has been studied in
CoT and other in-context learning areas. Most of the research focuses on incorporating a variety
of demonstration examples across different prompts. Here, we list some of these methods.

* Given a problem, we manually create a number of demonstrations and use different ones
for different prompts.
* Given a problem, we use LLMs to automatically generate demonstrations and prompts.

* Given a prompt, we create different prompts by changing the order of demonstrations in the
prompt.

* Given a prompt, we use LLMs to generate a number of similar prompts.

* Given a prompt, we transform it into other forms, e.g., translating it into other languages.

Of course, in practice, we can combine these methods to achieve greater diversity. An underly-
ing assumption here is that diverse prompts can lead to diverse model outputs. This is particularly
the case when the problem we deal with is relatively new and difficult. For stronger and more ro-
bust LLMs, the variance in output for similar prompts might not be large. In this case, the benefit
of involving multiple prompts can be modest.
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In addition to providing diverse prompts for LLMs, another approach is to make use of the
inherent variance in the outputs of LLMs. One simple way to generate multiple outputs is to
sample outputs from the hypothesis space. This is straightforward for LLMs because their search
algorithms are naturally suited to producing multiple results. For example, if beam search is
used, we can easily collect all the complete hypotheses in the beam to generate multiple output
candidates. Also, we can modify the search algorithms to implement more powerful sampling
methods and explore a wider range of high-quality hypotheses.

The next question is how to combine diverse model predictions. This leads us back to the
model combination issue as described in Eq. (3.6). Here we consider the self-consistency method,
which outputs not the prediction with the highest probability, but rather the one that best aligns
with other predictions [Wang et al., 2022a; 2023b]. First, an LLM is prompted with CoT as
usual and generates multiple reasoning paths by sampling. Then, the frequency of each answer is
counted across these reasoning paths. The final output is the answer that has the highest count.
Below shows three different predictions by prompting an LLM with CoT.

Prediction 1 (Correct):

Q: Three friends play a game where they flip a fair coin. Each friend flips the
coin once. What is the probability that exactly one of them flips heads?

A: Let’s think step by step.

Each coin flip is an independent event with a 50% chance of landing heads
(H) and 50% tails (T). Consider the possible outcomes for three flips: HHH,
HHT, HTH, HTT, THH, THT, TTH, TTT. Out of these, only HHH, HHT, HTH,
and THH are relevant. We are only interested in scenarios with exactly one
head: HTT, THT, and TTH. There are 3 such outcomes out of 8 total, giving a
probability of 3/8.

Prediction 2 (Correct):

Q: Three friends play a game where they flip a fair coin. Each friend flips the
coin once. What is the probability that exactly one of them flips heads?

A: Let’s think step by step.

Using a binomial probability formula, where p (success or heads) is 0.5, and

each of the 3 trials (flips) is independent, we look for exactly one success

(head). The formula for exactly k successes in n trials is given by the
n

binomial coefficient formula (?)p*(1 — p)"~*. Plugging in the values, we get
(3)(0.5)1(0.5)31 =3-0.5-0.25 = 0.375.

Prediction 3 (Wrong):
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Q: Three friends play a game where they flip a fair coin. Each friend flips the
coin once. What is the probability that exactly one of them flips heads?

A: Let’s think step by step.

Since each coin flip has a 50% chance of landing heads and a 50% chance of
landing tails, and we are looking for the case where only one of the three flips
results in heads, we might initially think this is simply a matter of picking which
flip is the heads. There are three flips, so one might incorrectly assume that the
chance of picking one specific outcome like this would be 1 out of 3. Thus, they
might conclude that the probability of exactly one head is 1/3 = 33.3%.

Predictions 1 and 2 correctly identify the three cases where exactly one head is flipped, both
obtaining a probability of 37.5%. The reasoning in Prediction 3 fails to account for the total num-
ber of outcomes possible with three coin flips, thus giving a wrong answer of 33.3%. Therefore,
we select 37.5% as the final answer because it is the consensus.

Self-consistency provides a criterion for determining the best prediction in a pool of can-
didates. Since the prompt and the model are fixed in this method, it is not strictly a prompt
ensembling method. Instead, it can be seen as an instance of output ensembling methods, also
known as hypothesis selection methods, which have long been explored in NLP, particularly for
text generation problems [Xiao et al., 2013]. In these methods, multiple outputs are generated by
varying model architectures or parameters. Each output is then assigned a score by some criterion,
and the outputs are re-ranked based on these scores. There are various ways to define the scoring
function, such as measuring the agreement between an output and others, and using a stronger
model to rescore each output®. Figure 3.2 shows a comparison of different ensembling methods
for LLMs.

Now, let us briefly review the methods we have discussed so far in this section, such as problem
decomposition and self-refinement. It is apparent that these methods enhance decision-making by
introducing more “choices” into the reasoning process. To some extent, they all involve evalu-
ating and providing feedback on the results of LLMs. For example, in self-refinement, we need
to offer suggestions for improving the prediction of LLMs, and in output ensembling, we select
the optimal output from a pool of candidates. In this sense, these methods fall under the broader
category of predict-then-verify approaches, where predictions are initially made, then verified and
refined. The fundamental problem here involves verifying and evaluating the reasoning results
or intermediate steps. This issue is somewhat related to the problem of training reward models
in RLHF, although RLHF addresses a different aspect. In fact, the development of verifiers has
been explored and implemented in reasoning with LLMs. Most work, rather than developing
heuristic-based inference-time algorithms, focuses on learning verifiers in a supervised manner. A
straightforward method is to train verifiers as binary classifiers, such as classifying an answer as

8 An interpretation of self-consistency is to view it as a minimum Bayes risk search process. It searches for the best
output by minimizing the Bayes risk. More specifically, a risk function R(y,y) is defined on each pair of outputs
(denoted by (y,yr)), representing the cost of replacing y with y,. Given a set of outputs {2, the risk of an output
y € {2 is given by

Risk(y) = Ey, ~peiy, 1Ry, yr)
> R(y,yr) - Pr(yr[x) (39

yre
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Fig. 3.2: Ensembling methods for LLMs. In standard model ensembling (a), multiple LLMs varying in architectures or
parameters are used. Each LLM receives the same prompt and produces a prediction. These predictions are combined
to generate the final prediction. In prompt ensembling (b), we have one LLM and multiple prompts. The LLM produces
a prediction for each prompt, and these predictions are combined as usual. In output ensembling (c), the LLM samples
multiple predictions over the prediction space given a prompt. It can be seen as a method to boost the performance
of the LLM itself. Note that these ensembling methods can be combined to increase the diversity of predictions. For
example, we can use both prompt ensembling and output ensembling to obtain more diverse predictions.

correct or incorrect, although these verifiers are typically used as scoring models. Given a reason-
ing path for a problem, the verifiers can be used to score either the entire path (called outcome-
based approaches) [Cobbe et al., 2021], or each individual reasoning step (called process-based
approaches) [Uesato et al., 2022; Lightman et al., 2024].

3.2.5 RAG and Tool Use

RAG is generally employed when standard LLMs, which rely solely on pre-trained knowledge,
lack accuracy and depth in the generated text. By drawing from external databases and documents,
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RAG can significantly improve the quality of responses, ensuring they are both contextually rel-
evant and factually correct. Such an approach is particularly useful in scenarios that require high
factual accuracy and up-to-date information, such as complex question answering.

The concept of RAG has been mentioned several times in the previous sections and chapters.
For completeness, we outline the key steps involved in RAG here.

* We prepare a collection of texts which are treated as an additional source of knowledge we
can access.

* We retrieve relevant texts for a given query.

* We input both the retrieved texts and the query into an LLM, which is then prompted to
produce the final prediction.

Steps 1 and 2 can be implemented by using an external information retrieval system. For
example, we can store the collection of texts in a vector database and then retrieve the most similar
texts through vector-based search techniques. Since information retrieval is not the focus of this
chapter, we will assume that such systems are available off-the-shelf and use them directly.

Here we present how to prompt LLMs to make use of retrieved texts. To illustrate, consider
an example of using LLMs to answer the following question.

Where will the 2028 Olympics be held?

We can simply input this question into an online search engine. It will then return the relevant
pieces of text found on the internet, for example,

(Wikipedia)
The 2028 Summer Olympics, officially the Games of the XXXIV Olympiad and com-

monly known as Los Angeles 2028 or LA28, is an upcoming international multi-sport
event scheduled to take place from July 14-30, 2028, in the United States. ...

(The Sporting News)

In 2028, Los Angeles will become the third city, following London and Paris respectively,
to host three Olympics after hosting the Summer Games in 1932 and 1984. It will also
be the first time the United States has hosted an Olympic Games since the 2002 Winter
Games in Salt Lake City. ...

We can use these retrieved texts as additional context, and prompt an LLM to generate a
response based on these texts. Below is an example RAG prompt.
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Your task is to answer the following question. To help you with this, relevant
texts are provided. Please base your answer on these texts.

Question:

Where will the 2028 Olympics be held?

Relevant Text 1:
The 2028 Summer Olympics, officially the Games of the XXXIV Olympiad and
commonly known as Los Angeles 2028 or LA28 ...

Relevant Text 2:
In 2028, Los Angeles will become the third city, following London and Paris
respectively, to host three Olympics after ...

The 2028 Olympics will be held in Los Angeles.

This prompt assumes that the provided texts are relevant to the question and expects the LLM
to generate a faithful response using these texts. However, the information retrieval system may
sometimes provide irrelevant or incorrect texts, which may lead the LLM to produce an incorrect
answer. One straightforward way to address this issue is to improve the accuracy of the informa-
tion retrieval system. Nevertheless, as with most Al systems, errors may still occur. Therefore, it
is also necessary to enhance the robustness of the LLM, so that it can make reasonable predictions
even when the input is inaccurate. Below is a new prompt that enables the LLM to be more faith-
ful to the facts, and allows it to choose not to answer questions when the information provided is
inaccurate.

Your task is to answer the following question. To help you with this, relevant
texts are provided. Please base your answer on these texts.

Please note that your answers need to be as accurate as possible and faithful to
the facts. If the information provided is insufficient for an accurate response, you
may simply output "No answer!".

Question:

Where will the 2028 Olympics be held?

Relevant Text 1:

The 2024 Summer Olympics, officially the Games of the XXXIII Olympiad and
branded as Paris 2024, were an international multi-sport event ...

No answer!

In this example, the LLM refuses to answer because the provided information is insufficient and
irrelevant to the question.

Both RAG and fine-tuning are common methods for adapting LLLMs using task-specific data.
Standard RAG is training-free and can be directly applied to LLMs. To further improve RAG, it



3.2 Advanced Prompting Methods 137

is also possible to fine-tune LL.Ms, though this will require some training effort. For example, we
can fine-tune LL.Ms using human-labelled data to supervise them in learning to refuse to answer.
Note that, while the examples shown above seem simple, RAG is not trivial. From the prompt
engineering perspective, different use cases may require different prompts, though our somewhat
“greedy” goal is to develop a universal prompting strategy that can adapt to different tasks. In
many cases, we need to control how much we depend on the retrieved context to make predictions.
Sometimes, LLMs must derive responses strictly from the provided texts, while at other times,
they may need to generate responses using their pre-trained knowledge if the provided texts are
insufficient. There are many aspects of RAG, such as improvements to the retrieval systems, that
cannot be covered in this chapter. Interested readers can refer to surveys of RAG techniques for
more information [Li et al., 2022; Gao et al., 2023c].

One reason we discuss RAG here is that it can be broadly regarded as an instance of the
general problem decomposition framework (see Section 3.2.2). RAG divides problem-solving
into two steps. In the first step, we collect relevant and supporting information for a given query
from various knowledge sources. In the second step, we use LLMs to generate responses based
on the collected information. If we extend the concept of problem decomposition further, we
will find that many tasks requiring the use of external systems or tools can be treated as similar
problems. One such example is tool use in LLMs. In many applications, LLMs need to employ
external databases, APIs, and even simulation tools to generate accurate responses. For example,
LLMs can access real-time data from financial markets to provide up-to-date investment advice or
integrate with healthcare databases to offer personalized medical insights. This integration extends
the capabilities of LLMs by allowing them to interact with, and in some contexts, influence or
control external systems. Consequently, LLMs function more as autonomous agents rather than
mere text generators [Franklin and Graesser, 1996].

The issue of tool use is broad and vast. Here we narrow our discussion to tasks that can be fa-
cilitated by calling external APIs to solve some of the sub-problems [Parisi et al., 2022; Gao et al.,
2023b]. Consider again the example of asking an LLM to answer “Where will the 2028 Olympics
be held?”. Suppose the LLM can access a web search tool. We can then prompt the LLM to
answer the question with web search, like this

Your task is to answer the following question. You may use external tools, such
as web search, to assist you.

Question:
Where will the 2028 Olympics be held?

The information regarding this question is given as follows:

{tool: web-search, query: "2028 Olympics"}

So the answer is: Los Angeles

Here {tool: web-search, query: "2028 Olympics"}indicates arequest to the web search
system using the query “2028 Olympics”. When the LLM sees this string, it executes a web search
and uses the result to replace the string. Then, in subsequent steps of prediction, the LLM uses
this web search result as context to produce the correct answer.

Consider another example where we ask the LLM to solve a mathematical problem.
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Problem:

A swimming pool needs to be filled with water. The pool measures 10 meters
in length, 4 meters in width, and 2 meters in depth. Calculate the volume of the
pool in cubic meters and then determine how many liters of water are needed to
fill it (considering 1 cubic meter equals 1000 liters).

Solution:

To solve this problem, the LLM needs to first calculate the volume of the
pool by using the formula for the volume of a rectangular prism: Length x
Width x Depth. Therefore, The volume is 10m x 4m X 2m = {tool:
calculator, expression: 10 * 4 * 2} m3. Next, to find out how
many liters of water are needed, the LLM multiplies the volume in cubic
meters by 1000 (since 1 cubic meter equals 1000 liters). Thus, 80 x 1000
= {tool: calculator, expression: 80%1000} liters.

Here the string {tool: calculator, expression: 10 * 4 * 2} triggers the invocation
of a mathematical interpreter to calculate the result of the expression. Note that the result (i.e.,
80) will replace {tool: calculator, expression: 10 * 4 * 2} and can be referred to
in the following token predictions. For example, in the last step of problem-solving, 80 is used
instead of {tool: calculator, expression: 10 * 4 * 2},

A key difference between the tool use examples here and the previously discussed RAG ex-
amples is that in tool use, external functions can be called during inference. In contrast, in RAG,
the retrieved texts are provided before the prediction process begins. However, from the language
modeling perspective, they are actually doing the same thing: before generating the final result,
we use external tools, either manually or automatically, to obtain sufficient and relevant context. A
high-level interpretation of these approaches is that they both rely on an “agent” that can determine
where and how to call external functions to generate the context necessary for prediction.

An issue with tool use is that the original LLMs are not trained to generate the necessary
markers for tool use. Therefore, we need to fine-tune the LLMs to adapt them for these tasks
[Schick et al., 2024]. As this chapter focuses on prompting, we will not present the details of this
fine-tuning process. To put it simply, we first need to annotate data. For each fine-tuning example,
we replace parts of the output that require the use of external tools with predefined commands
or markers. Then, we use this labeled data to fine-tune the parameters of the LLM as usual. As
a result, the LLM can gain the ability to generate commands for calling external tools. During
inference, we can execute these tool use commands in the model outputs to get assistance from
external tools.

3.3 Learning to Prompt

So far in this chapter, we have considered several basic prompting strategies and various refine-
ments to them. However, all the prompts we have discussed were designed manually. This leads
to a number of problems: First, designing high-quality prompts is inherently difficult and requires
substantial manual effort. For example, extensive experimentation with different prompts is often
needed to identify the most effective ones. Since different LLMs may respond better to certain
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types of prompts, developing universally effective prompts can be even more resource-intensive.
Second, manual prompt design relies heavily on human expertise, which can limit the diversity
of approaches and overlook potentially effective prompts that are not immediately obvious to hu-
mans. Third, prompts created by humans can be complex and redundant, leading to longer inputs
for LLMs and higher computational costs.

In this section, we discuss techniques for automated prompting. These methods aim to auto-
matically create, optimize, and represent prompts so that the downstream tasks can be addressed
more effectively and efficiently. In particular, we consider three issues here.

* How can we automate the process of designing and optimizing prompts for LLMs?

* Are there other forms of representing prompts beyond strings, and how can we learn such
representations?

* How can we make prompts more concise and compact, thereby reducing their complexity
and length?

Note that there are many settings in which we can investigate these issues. For example, we
might specify that prompts are developed specifically for a particular LLM, or that the develop-
ment is independent of the LLM used. These settings can lead to different methods and application
scenarios, but these methods may overlap in some ways. In the following discussion, we will cover
several different scenarios and discuss the connections between various methods.

3.3.1 Prompt Optimization

Given that prompt design is difficult and labor-intensive, it is desirable to use machine learning
models to discover the optimal prompt for a specific task (call it automatic prompt design or
prompt optimization). This approach can broadly be regarded as an instance of automated ma-
chine learning (AutoML), which aims to reduce or eliminate the need for expert-driven manual
design of machine learning models. Although our focus here is on the design of prompts, prompts
themselves are discrete structures. Therefore, designing prompts is very similar to designing ma-
chine learning models, such as discrete model architectures. Perhaps one of the most related fields
is neural architecture search (NAS), where the most optimal neural networks are identified by
exploring a space of possible neural networks [Zoph and Le, 2016; Elsken et al., 2019]. If we con-
sider prompt optimization as a search process, then we can describe a general prompt optimization
framework involving the following components:

* Prompt Search Space. This defines all possible prompts that the algorithms can explore.
For example, one can edit some seed prompts to generate a set of diverse candidate prompts.

* Performance Estimation. Once an prompt is chosen, it needs to be evaluated. For example,
a straightforward way is to input it to an LLM and measure its performance on a validation
set.

* Search Strategy. The search process is generally the same as that used in many Al sys-
tems. At each step, the system explores a set of promising prompts in the search space and
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evaluates them. This process continues as more prompts are explored. The outcome of the
search is the best-performing prompt observed until the search stops.

This is a very general framework, and different prompt optimization systems can vary in their
design of each component. A widely-used approach is to use LLMs as the basis to develop these
components. Initially, a few prompts are provided. Then, the following process is iterated until
a stopping criterion is met: 1) the prompts are evaluated on a validation set; 2) a candidate pool
is maintained by keeping only the most promising prompts; and 3) new prompts are created by
employing LLMs to infer similar prompts from this candidate pool. One benefit of this approach is
that it allows us to use off-the-shelf LLMs to perform the tasks mentioned above without the need
for substantial system development. To achieve this, we can prompt or fine-tune LLMs to adapt
them to these tasks. Here we consider Zhou et al. [2023c]’s method for illustrating LLM-based
prompt optimization. It involves the following steps.

* Initialization. Let C' represent the pool of the candidate prompts we intend to explore. The
first step is to add initial prompts into C'. We can do this in several ways. A simple method is
to create such prompts by hand for a given task. However, in many cases where humans have
limited knowledge about how to write effective prompts for the task, developing prompts
becomes challenging. In these cases, it is desirable to use LLMs to generate prompts.
For example, we can directly instruct LLMs to produce prompts, providing them with a
description of the task.

You are given a task to complete using LLMs. Please write a prompt to
guide the LLMs.

{*task-descripionx}

This method is straightforward, but it still requires a human-provided description of the task.
An alternative method is to use LLMs to generate prompts given examples of the input and
output of the task. Here is a prompt template.

You are provided with several input-output pairs for a task. Please write
an instruction for performing this task.

Input: {*inputlx} Output: {*xoutputl*}
Input: {*input2x} Output: {*xoutput2x*}

As such, LLMs can infer the corresponding instruction for the task from the provided inputs
and outputs.

* Evaluation. Once we obtain the candidate pool C, we need to evaluate the prompts in C'.
One method is to feed each prompt into an LLM and assess the results on the downstream
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task. For example, we can evaluate the output of the LLM given an input using a pre-defined
metric, or alternatively, use the log-likelihood of the output as a measure of the quality of
the prompt.

* Pruning. If C contains a large number of prompts, it is reasonable to prune the unpromising
prompts within it, thus reducing the computational burden in subsequent steps. This is a
standard pruning problem. Given the evaluation score for each prompt, a simple method is
to keep only a certain percentage of the prompts and discard the rest.

» Expansion. Expansion is a key operation in search algorithms used to explore different
states in the search space. The expansion operation here can be defined as a function

C' = Expand(C, f) (3.10)

where C” is the set of new prompts generated from C using the model f. If we consider f
as an LLM, we can perform the expansion operation by instructing f to generate new and
relevant prompts based on C'. Below is an example.

Below is a prompt for an LLM. Please provide some new prompts to per-
form the same task.

Input: {*promptx}

Then, we replace C' with C’. The steps of evaluation, pruning and expansion can be re-
peated, and so we can gradually explore a wider range of prompts.

In prompt optimization, the expansion step plays a key role, as it defines how we explore
the search space, and our goal is to find optimal results with minimal effort. One improvement
to this step is to treat the problem as a paraphrasing task. A simple method is to apply off-the-
shelf paraphrasing systems, either based on LLMs or other models, to transform input prompts
into semantically equivalent forms [Jiang et al., 2020]. Alternatively, we can define specific edit
operations, such as insertions and modifications, for each token. A given prompt can be edited
into new prompts by applying these operations [Prasad et al., 2023]. Also, further evaluation and
pruning can be applied to filter out low-quality prompts. In addition to framing prompt generation
as a paraphrasing problem, we can improve the quality of prompts during expansion by learning
from feedback [Pryzant et al., 2023]. This approach is somewhat related to the self-refinement
issue discussed in Section 3.2.3. An LLM can be used to generate feedback on an input prompt,
which is then revised based on this feedback. This feedback-and-revision cycle can be repeated
multiple times until the result converges or the desired outcome is achieved.

Another approach to prompt optimization is to apply classic optimization techniques. For
example, the problem can be framed as an evolutionary computation problem, where prompts
are treated as candidates that evolve generation by generation as the optimization progresses
[Guo et al., 2024]. Since many powerful optimization algorithms have been developed in related
fields, they can be directly applied to this problem.
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In practice, we might be tempted to use existing LLM APIs to implement the steps described
above. Such an approach, however, would be strongly dependent on the inference and in-context
learning abilities of the LLMs. If these LLMs are not strong and lack adaptation to the tasks, they
may introduce errors into search, for example, generating incorrect prompts during expansion. In
such cases, it is preferable to train models that are better suited to the tasks. One approach in
this research direction appeals to reinforcement learning, which has been widely used in solving
discrete decision making and optimization problems. For example, Deng et al. [2022] developed
a prompt generator by integrating an FFN-based adaptor into an LLM. The prompt generator is
trained as a typical policy network, but only the parameters of the adaptor are updated while the
remaining parameters of the model are kept unchanged. During training, the reward is obtained by
testing the generated prompts using another LLLM, similar to the evaluation method as discussed
above. Once the training is complete, the prompt generator is then employed to generate new
prompts.

Note that, in our discussion here, prompts are simply seen as sequences of tokens, and the out-
put of prompt optimization is such a sequence. However, in a strict sense, prompts have complex
structures and include different fields such as user input, instruction, and demonstration. While
our discussed approaches are mostly general, much work in prompt optimization has focused on
learning better instructions for prompting. Specifically, the goal is to generate instructions that
effectively guide LLMs based on a given task. Of course, the concept of prompt optimization
can also be extended to learning other parts of prompts. For example, there has been substan-
tial research interest in learning to select or generate demonstrations in CoT [Liu et al., 2022;
Rubin et al., 2022; Zhang et al., 2023b]. One of the differences between learning instructions
and learning demonstrations is that generating high-quality demonstrations using LLMs is rela-
tively easy and the focus of learning demonstrations is typically on how to sample appropriate
demonstrations from a pool of candidates. In contrast, the difficulty in learning instructions is
partly because pre-trained LLMs are not suited to predict the quality of instructions, and testing
these instructions on downstream tasks is computationally expensive. This makes the optimization
methods costly to apply, and exploring a wide variety of instructions poses significant challenges.

3.3.2 Soft Prompts

Although developing natural language prompts, either manually or automatically, is a straight-
forward and widely applied approach, it presents some problems. One problem is that natural
language prompts can be complex and lengthy, resulting in significant computational burdens
when processed via LLMs. In many applications, users may need to perform a task repeatedly,
and inputting the same long prompt into the LLMs a large number of times is clearly inefficient.
Another problem is that while prompts are typically represented as discrete token sequences (call
them hard prompts) in regular LLM input, the LLMs encode them as low-dimensional real-
valued vectors. This raises the question of whether there are more compact and efficient ways to
represent prompts.

In this subsection, we introduce the concept of soft prompts, which can be viewed as hidden,
distributed representations of prompts. When prompting LLMs, we are concerned with commu-
nicating tasks or questions to elicit the desired responses. We can define hard prompts as explicit,
predefined text sequences that users input directly into LLMs to guide the responses. In contrast,
we can think of soft prompts as implicit, adaptable prompting patterns embedded within LLMs.
Unlike hard prompts, which are expressed in natural language and should be understandable for
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Fig. 3.3: Illustration of hard and soft prompts. Here the hard prompt is the instruction we input to the LLM for
performing the task. The LLM encodes this instruction as usual, and the intermediate representations corresponding to
the instruction can be viewed as some sort of soft prompt.

humans, soft prompts are encoded in a format that is more comprehensible to the model rather
than to humans. To illustrate, consider a simple prompt

Translate the sentence into Chinese.

Consider it done!

Here, the instruction “Translate the sentence into Chinese” can be seen as a hard prompt, denoted
by the token sequence c;...c;. By feeding these tokens into an LLLM, they are transformed into a
sequence of real-valued vectors h;...hs, each corresponding to a token. We can roughly think of
h;...h5 as a soft prompt, as illustrated in Figure 3.3.

While the above example shows that soft prompts can be generated by transforming hard
prompts, there is not necessarily a direct correspondence between them. In fact, we do not even
need to interpret soft prompts using meaningful text. They are instead simply hidden states in
LLMs and can be learned as standard parameters of the models through continuous optimiza-
tion. Such a treatment allows us to explore prompting methods beyond text. As another benefit,
soft prompts provide dense, low-dimensional, and learnable representations for encoding how
we guide LLMs to generate specific outputs. The training and application of these representa-
tions require significantly lower computational costs than those required for processing long hard
prompts. This approach would be of great practical value in LLM inference applications where
the same prompt is repeatedly used.

3.3.2.1 Adapting LLMs with Less Prompting

One obvious way to adapt an LLM for a particular task is to simply fine-tune the model using
labeled data. This leads to a variety of LLM alignment methods, such as supervised fine-tuning,
which update the model parameters by aligning the responses to given prompts with supervision
signals. Fine-tuned LLMs embed task-related information in model parameters, and thus these
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models can response correctly when dealing with similar prompts with those in fine-tuning.

If we take this idea further, we can expect LLMs to absorb the knowledge about prompting
of a task as much as possible during fine-tuning. Consequently, the prompting information is
partially captured in the model parameters, and the fine-tuned LLMs can perform the task with
less prompting. Here we consider a simple form of prompt, where only an instruction (denoted by
c) and an user input (denoted by z) are included. A prompt can be expressed using the following
tuple

x = (c,z) (3.11)

Given a set of prompt-response pairs D = {(x,y)}, the objective of fine-tuning is to minimize
the total loss incurred over this set. A popular method is to minimize the negative log-likelihood
(i.e., maximize the log-likelihood) with respect to the model parameters 6:

0 = argmax Z log Pry(y|x)

9 (x,y)eD
= argmax Z log Pry(y|c, z) (3.12)
9 (x,y)eD

where Pry(-|-) is the probability predicted by an LLM with the parameters 6°.

In general, the instruction in each fine-tuning example should follow the guideline of prompt
design, for example, a good instruction should be as clear as possible and provide a detailed
description of the task. However, the method described in the above equation does not restrict the
instruction to any particular form. This flexibility allows us to instruct LLMs in any way that we
want. Consider an example where we intend to instruct LLMs to translate an English sentence
into Chinese. Of course, as mentioned earlier in this chapter, we can prompt LLMs using the
instruction

Translate the following sentence from English to Chinese.

If we want the instruction to be simpler, we may rephrase it into a simpler form
Translate this into Chinese.

Even, we can define the instruction as a single phrase
Translate!

With certain fine-tuning effort, we can adapt LLMs to follow any of these instructions. From
a efficient prompting perspective, there are computational advantages in simplifying instructions
in prompting. For example, we can use simple instructions like “Translate!” to perform tasks
that would typically require more complex and detailed instructions. This can make subsequent

%In practice, we initialize § with the parameters obtained from pre-training, and then adjust # moderately to ensure
that the results after fine-tuning do not deviate too much from the pre-trained results.
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Teacher Model:
Full Context + User Input E— Prt (ylc, z)
c Z y
Loss
Student Model:
Simplified Context + User Input —  Pri(y|d,z)
c/ Z y

Fig. 3.4: Tllustration of context distillation [Snell et al., 2022]. The teacher model is a standard LLM, which takes both
the context and the user input as model input and produces a prediction as model output. Then, we simplify the context
(e.g., simplifying the instruction in prompting) and use the student model to make predictions based on the simplified
context and the user input. The student model is trained by minimizing the loss between the predictions produced by
the two models.

prompting during inference much easier. On the other hand, fine-tuning LL.Ms with overly simpli-
fied instructions may be harmful to the generalization of the models. Since simplified instructions
can lead to a loss of information, it is more likely that the LLMs will overfit the fine-tuning data
and fail to generalize beyond those instructions. In scenarios involving both complex and simpli-
fied instructions for fine-tuning, this problem is more severe because the labeled data available for
fine-tuning is usually limited, and accommodating a variety of instructions is costly.

An alternative way to adapt LLMs for simplified instructions is through knowledge distillation.
As an example, we consider the context distillation method [Snell et al., 2022]. The goal of this
method is to learn a student model that can make use of simplified instructions from a well-trained
instruction-following teacher model. Figure 3.4 shows an illustration of this approach. Building
the teacher model follows a standard fine-tuning process: we first collect a certain amount of
data that includes instructions, user inputs, and correct responses, and then we continue to train a
pre-trained model with this dataset. For building the student model, we need to construct a new
dataset D’ where each sample is a tuple consisting of an instruction, a corresponding simplified
instruction, and a user input, denoted by x’ = (c,¢’,z). Knowledge distillation is performed by
minimizing a loss function defined on the outputs of the teacher and student models

0 = argmin Y Loss(Pr'(-|), Prj(-|-), X)) (3.13)
x'eD’

where Pr’(-|-) denotes the pre-trained teacher model, and Pr§(-|-) denotes the student model with
the parameters . To keep the notation simple we will write Loss(Pr?(-|), Pr§(-|-), x) as Loss
for short. A commonly-used loss is the sequence-level loss, which has the basic form:

Loss = » Pr'(y|c,z)logPrj(y|c,z) (3.14)
y

But this function is computationally infeasible because it requires summing over an exponen-
tially large number of outputs. A variant of this method is to train the student model using outputs
generated by the teacher model. For each sample, we use the teacher model to produce an output
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y = arg max,, log Prf(y|c,z). Then we consider ¥ as the target for learning, and the loss function
is given by

Loss = logPrj(y|c’,z) (3.15)

Alternatively, we can minimize the distances between the probability distributions outputted

by the two models [Askell et al., 2021]. For example, the loss function can be defined as the KL
divergence between the two output distributions

Loss = KL(P'|| Pj) (3.16)
where

P! = Pr'(|c,2) (3.17)

P; = Prj(|c,z) (3.18)

Although we have restricted ourselves to knowledge distillation for instructions, the approaches
discussed here are general. By learning from the outputs of the teacher model, the knowledge in
prompting can be distilled into the parameters of the student model. Therefore, the distilled model
can be considered as encoding some sort of soft prompt. This method can be applied to many
other problems in prompt learning, such as compressing long contexts and learning soft prompts
as specific components of LLMs.

3.3.2.2 Learning Soft Prompts for Parameter-efficient Fine-tuning

Updating all parameters is a common method for adapting LLMs to tasks of interest. Although
fine-tuning is considered computationally cheaper than pre-training, it is still costly to apply in
practice. This issue motivates the development of parameter-efficient fine-tuning methods, which
aim to minimize the number of parameters that need to be updated.

One approach, known as prefix fine-tuning, is to append a series of trainable vectors, or
prefixes, at the beginning of the input of each Transformer layer [Li and Liang, 2021]. These
prefixes can be thought of as soft prompts that serve as additional context to guide the behavior
of the model under specific tasks. During fine-tuning, we need only to learn the prefixes for
embedding task-specific knowledge. Thus, this method is efficient because it only modifies a
small part of the model rather than adjusting the entire set of model parameters.

Specifically, let the input of a layer at depth [ be denoted by H! = hlohll...hﬁn. The output of
the layer can be expressed as

H'*! = Layer(H)) (3.19)

In prefix fine-tuning, we extend the sequence hlo hll...hlm by adding a few vectors at beginning,
which we denote as pépll...pﬁl. Hence H! can be written in the form

H' =p)p!..p, hin! . hl (3.20)

trainable previous layer output
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The output of the layer is the last m + 1 representations.
£ Layer(H')[—m — 1 :]
= h4hitt nh (3.21)

where [—m — 1 :] denotes the slicing operation that extracts the last m + 1 elements of a sequence.
Given ﬁlﬂ, the input of the next layer can be expressed in the same form of Eq. (3.20):

Ht — p10+1 pll+1 pf’j—l T
= phttpitt L phiinb T hit L Wit (3.22)

Here each p; € R? can be seen as a learnable parameter. During training, plopll...pﬁl are trained
as usual, and the parameters of the original Transformer model are kept fixed.

Figure 3.5 shows an illustration of prefix fine-tuning for a translation task. Here, only the prefix
vectors pé and p} are updated by receiving the error gradients from the output (i.e., the Chinese
translation). By adjusting these vectors for the translation task, the model adapts accordingly. This
makes plo and p} serve as prompts which activate the LLM to perform the task without needing
explicit input prompts like “Translate the following sentence from English to Chinese”. At test
time, we prepend the optimized p}, and p} to the layer, and the LLM will then translate the input
sentence. Note that prefix fine-tuning introduces additional L X n x d parameters, where L is the
number of layers, n is the number of prefixes, and d is the dimensionality of each prefix. However,
this number is much smaller compared to the total number of parameters in the LLM, making the
fine-tuning process highly efficient.

While prefix fine-tuning is simple, it still requires modifications to LLMs. Alternatively, sep-
arating soft prompts from the LLMs allows us to preserve the original model architecture, making
it more efficient for deployment across different tasks without the need to adjust the core model.
One such method is prompt tuning [Lester et al., 2021]. Like prefix fine-tuning, prompt tuning
incorporates trainable vectors so that LLMs can adapt to given tasks by adjusting these vectors.
However, prompt tuning differs in that it modifies only the embedding layer.

Recall that in LL.Ms each input token z; is represented by an embedding e;. These embeddings
are generally learned through a token embedding model and are then used as the real inputs to the
LLMs, replacing the symbolically represented tokens. In prompt tuning, a number of pseudo
embeddings pg...p, are added at the beginning of the token embedding sequence. So the actual
input to the LLMs can be expressed as

PoP1.--Pn €0€1...€p

trainable token embeddings

Note that a pseudo embedding needs not to correspond to any token in natural language. Instead
these embeddings can be seen as “soft prompt embeddings” that serve to condition the LLMs.
By training soft prompt embeddings on task-specific data, they learn to interact adaptively with
the token embeddings eg...e,, and guide the behavior of LLMs. Since prompt tuning does not
change the underlying parameters of pre-trained LLMs, it is considered a lightweight and efficient
method of fine-tuning, improving task-specific performance while maintaining their generalization
capabilities. See Figure 3.6 for an illustration of prompt tuning.
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Fig. 3.5: Tllustration of prefix fine-tuning for a translation task (Look out! — /)N/C»). For each layer, we add two
prefixes p), and p} at the beginning. The LLM is trained to minimize the loss on the predictions given the input.
During this process, only the prefixes are optimized while the rest of the parameters remain fixed. Therefore, the model
can adapt to the given task in a very efficient manner. At inference time, the LLM works with optimized prefixes, and
can perform the task without the need of explicit hard prompts.

Since pgo p1 --- P is itself a sequence, we can employ sequence models to better represent
it. For example, a Transformer model can encode this sequence, and the resulting representation
can then be used as the input to the LLM. In other words, we can develop an additional model
for encoding soft prompts. Another way to improve prompting is by combining soft and hard
prompts, thereby taking advantage of both types [Liu et al., 2023b]. In the embedding sequence,
we can arrange or intersperse these prompts. This would result in different prompt patterns. For
example, a simple pattern that uses both two types of prompt is

Soft Prompt Hard Prompt User Input and Response
Ppo P1 -+ Pn 9 491 --- 9w €p € - ey
C C1 s Cmy/ 20 Z1 cee Zm

where cg...c,,,y denotes the hard prompt and qg...q,,’ denotes the corresponding embedding se-
quence.

Here we have considered methods for inserting soft prompts in LLMs. But we skip the details
of training these soft prompts and assume that the reader is familiar with the standard supervised
learning process, that is, maximizing the likelihood of the correct model output given the model
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Fig. 3.6: Tllustration of prompt tuning for a translation task (Look out! — /PN.[»!). Instead of using fixed textual
prompts, soft prompts are learnable embeddings that are added at the beginning of the embedding sequence. During
fine-tuning, only these prompt embeddings are optimized to efficiently adapt the LLM to the given task. Once opti-
mized, the prompt embeddings are used to instruct the LLM to perform the task as new data arrives.

input. In fact, learning soft prompts can be related to many issues in LLM fine-tuning. For exam-
ple, if we consider it as a context compression problem, we can apply the knowledge distillation
methods described previously. In Mu et al. [2024]’s work, prompts are compressed and repre-
sented as a few pseudo tokens, which are appended to each input sequence. The embeddings of
these pseudo tokens are optimized to mimic the predictions of a standard-prompted model. In
other words, the prompting knowledge is distilled from a teacher model into the pseudo tokens.

Broadly speaking, many parameter-efficient fine-tuning methods can be thought of as learning
some sort of soft prompt [Lialin et al., 2023]. When we fine-tune a part of an LLM for a task, this
process can essentially be seen as injecting task-related prompting information into that specific
part of the model. Another widely-used approach to parameter-efficient fine-tuning is to add an
adaptor layer between the existing model layers. This approach allows us to fine-tune only the
adaptor layer on specific tasks without altering the underlying architecture or retraining the entire
model. In this sense, adaptor layers can be viewed as soft prompts that encode prompting and task-
related information and interact with the original LLM to help it adapt. To summarize, Figure 3.7
shows a comparison of different methods of using soft prompts in LL.Ms.

3.3.2.3 Learning Soft Prompts with Compression

Another approach to learning soft prompts is from the perspective of compression. As a simple
example, consider the problem of approximating a long context using a continuous representation
[Wingate et al., 2022]. Suppose we have a user input z and its context c (such as long instructions
and demonstrations). Now we want to develop a compressed representation of the context, denoted
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Fig. 3.7: Illustrations of using soft prompts in LLMs. Here tunable soft prompts are shown in blue, and components
whose parameters are fixed during fine-tuning are shown in gray. In sub-figure (a), soft prompts are prefixes appended
to each layer of the LLM. In sub-figure (b), soft prompts are used as input embeddings for the LLM. In sub-figures (c)
and (d), soft prompts are broadly treated as components of the model that are fine-tuned for task adaptation.

by o, such that the prediction based on z and o is as close as possible to the prediction based on z
and c. This goal can be expressed in the form

6 = argmins(y,¥o) (3.23)

g
where § = arg max, Pr(y|c,z) and y, = arg max, Pr(y|o,z) are the LLM predictions given
the full context and the compressed context, respectively. The function s(-, -) typically represents
a loss or similarity measure, aiming to minimize the difference in predictions between the two
context representations.

One general framework for achieving this is knowledge distillation, where ¥ and ¥y, can be
seen as the predictions of the teacher model and the student model, respectively. This formal-
ization links our discussion to the context distillation problem discussed earlier. The training
objective can be obtained by analogy with Egs. (3.15) and (3.16). For example, a simple training
objective is given by

6 = argmaxlogPr(y|o,z) (3.24)
lea

Alternatively, we can minimize the KL divergence between the output distributions, giving

6 = argmin KL(Pr(:|c,z) || Pr(-|o,2)) (3.25)

The difference with the models in Egs. (3.15) and (3.16) is that here the compressed context is
represented as real-valued vectors (call them prompt embeddings), rather than as normal tokens.
By applying the above methods, we distill the context from the token sequence c into the embed-
dings 0. Note that the teacher model Pr(-|c,z) and the student model Pr(:|o,z) may not share
the same architecture or model settings. In practice, we generally wish for the teacher model to be
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Fig. 3.8: Illustration of compressing a context segment into soft prompts (x = 2 and m; = 4). The input to the
LLM includes the soft prompts from the previous step (o and ¢5°%), the tokens of the segment (21, 22, 23, and z4),
and the summary tokens ({(g1) and (g2)). Given these, the LLM operates as usual. We then extract the outputs at the
last Transformer layer that correspond to the summary tokens. These outputs can be viewed as the soft prompts that
accumulated up to this segment.

stronger, while the student model should be smaller and more efficient.

While compressing full context into continuous representations is a straightforward approach
to learning soft prompts, it requires a teacher model that can deal with long input sequences. In
many cases, however, the context is so long that applying an LLM is too costly or infeasible.
Modeling long input sequences can fall under the broad family of efficient methods for long-
context LLMs. Many techniques have been developed to address this issue. For example, one can
use a fixed-size KV cache to store the past information at each step during inference. Efficient
Transformer architectures and long-context LLMs have been intensively discussed in this book.
For more detailed discussions of these topics, interested readers can refer to Chapter 2.

There are also methods specifically designed to compress long context into soft prompts. Here
we consider Chevalier et al. [2023]’s method as an example. The basic idea is that we learn
soft prompts gradually by accumulating the fixed-size context representation over the context
sequence. Given a long context, we first divide it into a number of segments z', ..., z"*. We
then process these segments in sequence, each time generating a representation of the context we
have processed so far, denoted by o<“*!. To do this, a few summary tokens (g1), ..., (g,.) are
introduced. At each step, we take a segment z’ = z%...zfni, along with the previous context rep-
resentation 0<% and the summary tokens (g1), ..., (g.) as input, and use an LLM to produce the
corresponding hidden representation sequence at the last Transformer layer. An example of this
process is illustrated in Figure 3.8.

Here o< is essentially a memory. The model operates in an RNN fashion. Each time we take
a segment and update this memory by encoding both the previous memory state and the segment.
Therefore, the 0 <! produced at the last segment is a representation of the entire context sequence.
The Transformer model for learning these representations can be a standard LLM but we need to
fine-tune it to adapt to this context representation task.

Note that here we simply consider prompt and context as similar terms, even though they are
not the same. Although we are somewhat “misusing” the concept prompt, we can often view it as
a type of context. From this perspective, the methods discussed here can be applied to general text
compression problems.
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3.3.3 Prompt Length Reduction

While soft prompts provide dense, hidden representations, they are not directly interpretable. The
lack of interpretability can be a significant barrier for users trying to understand how their inputs
influence LLM outputs. Moreover, although soft prompts are efficient for fine-tuning and de-
ployment, they are inflexible and do not allow for easy adjustments without extensive fine-tuning
or modification. This inflexibility can limit their utility in dynamic environments where prompt
changes are frequently needed.

One alternative way to develop efficient prompts is to simplify the text used for prompting.
For example, below is a prompt for answering questions on healthcare and finance.

The task involves developing a language model capable of understanding and
responding to user inquiries across various domains, with a particular emphasis
on healthcare and finance. Considering the broad range of potential queries,
from the specifics of medical diagnoses to the nuances of financial regulations,
the model must ensure a comprehensive understanding and accurate responses.

Question:

What are the best practices for using artificial intelligence in diagnosing cardio-
vascular diseases?

We can simplify the task description by deleting the unimportant parts.

The task involves developing a language model capable of understanding

and responding to user inquiries

empheasts on healthcare and finance. €

regutations: The model must ensure a comprehensive understanding and ac-
curate responses.

We can also paraphrase it as a shorter text.

The task involves developing a language model focused on healthcare and
finance, capable of understanding and accurately responding to a wide range
of user inquiries.

This problem can be viewed as a classic NLP issue — text simplification. So the methods
used can be general and not restricted to the problem of simplifying prompts. There are many
ways to achieve this. One simple method is to define some heuristics and identify redundant
words that can be eliminated without losing essential information. For example, we can examine
each token in a sequence in terms of its contribution to the overall meaning and remove those that
provide minimal value [Li et al., 2023c; Jiang et al., 2023b]. Another method involves framing
the problem as a sequence-to-sequence task. With labeled data for text simplification, we can
train an encoder-decoder model to transform each input text into its simplified form. In addition,
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given that many LLLMs have been fine-tuned and aligned to perform text simplification tasks, it is
straightforward to use these models to simplify prompts. For example, we can prompt an LLM to
simplify a text under certain constraints, such as limiting the length of the simplified text.

3.4 Summary

In this chapter, we have discussed a variety of issues related to LLM prompting. Our discussion
has focused mainly on two aspects:

* How to design basic prompts to guide the predictions of LLMs and refine these prompts for
more effective and efficient problem-solving?

* How to automate the design and representation of prompts?

Solutions to these issues involve both general prompt designs and more advanced techniques, such
as CoT and prompt learning, which have been explored extensively in recent research.

In NLP, prompting can be viewed as a technology that has evolved along with LLMs, and
in a sense, it has opened the door to the practical application of these models in an impressive
range of problem domains. In fact, if we expand the concept of prompts to some extent, it can be
traced back to the early days of machine learning and NLP. For example, many NLP systems use
hand-crafted features and templates to “prompt” specific tasks. Imagine developing a feature to
indicate whether a text is formal or informal. We can feed this feature into a machine translation
system to condition the translation on the type of the input text.

The widespread use of the modern concept of prompts began with the rise of large pre-trained
models in the field of NLP. Initially, these models, such as BERT, were adapted to specific down-
stream tasks mainly through fine-tuning. However, researchers soon discovered that by designing
specific "prompts" — adding certain words or sentences to the input — the models could be
triggered to respond to specific tasks without extensive fine-tuning. This motivated the NLP com-
munity to develop and apply universal foundation models that can be prompted to address various
tasks without changing the underlying architecture and the pre-training procedure.

Prompting approaches were first experimented with smaller models and later demonstrated
impressive capabilities with large models like GPT-3, which could generate high-quality text in
response to simple prompts across various tasks. As prompting technology evolved, prompt en-
gineering emerged as a critical area of research. As discussed in this chapter, it broadly involves
designing effective prompts to maximize model performance, encompassing both hand-crafted
and automatically generated prompts. More recent research has explored how to enhance the
effectiveness of prompting through techniques like few-shot learning, zero-shot learning, and
CoT reasoning, enabling LL.Ms to work effectively across a wide range of scenarios. A gen-
eral discussion of prompting can be very broad, and we cannot cover all details in this chapter.
For more advanced techniques of prompting, the reader can refer to recent surveys. Topics in-
clude in-context learning [Li, 2023; Dong et al., 2022], CoT [Chu et al., 2023; Yu et al., 2023;
Zhang et al., 2023a], efficient prompting [Chang et al., 2024], and general prompt engineering
[Liu et al., 2023c; Chen et al., 2023a].
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Note that although we would ideally like to develop general prompting methods without ad-
justing model architectures and parameters, the results of prompting generally depend heavily
on the quality and size of the given LLMs. For stronger models, such as commercialized online
LLMs, simple prompts may be sufficient to instruct these models to perform tasks correctly. In
this case, prompt engineering is relatively easy, though we still need certain efforts to make LLMs
work properly. By contrast, if the LLMs are not powerful enough, we may need to carefully design
the prompts to achieve the desired results. In many cases, fine-tuning is still necessary to adapt
the models to sophisticated prompting strategies.



CHAPTER 4

Alignment

Alignment is not a new concept in NLP, but its meaning varies across different domains and over
time. In traditional NLP, the term alignment typically refers to the tasks that link corresponding
elements in two sets, such as aligning words between a Chinese sentence and an English sentence.
As LLMs become increasingly important in NLP research, this term is more broadly used to refer
to aligning model outputs with human expectations. The problem that alignment addresses is
that the output of a model may not align with the specific goals or contexts intended by users.
For example, pre-trained LLMs may not be able to follow user instructions because they were
not trained to do so. Another example is that LLMs may generate harmful content or perpetuate
biases inherent in their training data. This poses new challenges in ensuring that LL.M outputs are
not only accurate and relevant, but also ethically sound and non-discriminatory.

Simply pre-training LLMs can result in a variety of alignment problems. Our ultimate goal
is to resolve or mitigate all these problems to ensure LLMs are both accurate and safe. There
is an interesting issue here: since large language models are trained on vast amounts of data,
we have reason to believe that if we have sufficient data covering a variety of tasks and aligned
with human preferences, pre-training could make LLMs accurate and safe enough, perhaps even
eliminating the need for alignment. However, the reality is that it is nearly impossible to gather
data that encompasses all tasks or adequately represents human preferences. This makes it difficult
to achieve model alignment through pre-training alone, or at least, at this stage, alignment remains
a very necessary and critical step in the development of LLMs.

In this chapter, we will focus on alignment methods for LLMs. We will begin by discussing the
general alignment tasks. Then we will consider two widely-used approaches, known as instruc-
tion alignment and human preference alignment, respectively. The former resorts to supervised
fine-tuning techniques and guides the LLMs to generate outputs that adhere closely to user instruc-
tions. On the other hand, the latter typically relies on reinforcement learning techniques, where
the LLMs are trained based on feedback from humans. While these methods are motivated by
different goals, they are commonly used together to develop well-aligned LLMs.

4.1 An Overview of LLM Alignment

Alignment can be achieved in several different ways. We need different methods for LLM align-
ment because this problem is itself complicated and multifaceted, requiring a blend of technical
considerations. Here we consider three widely-used approaches to aligning LL.Ms.

The first approach is to fine-tune LLMs with labeled data. This approach is straightforward
as it simply extends the pre-existing training of a pre-trained LLM to adapt it to specific tasks.
An example of this is supervised fine-tuning (SFT), in which the LLM is further trained on a
dataset comprising task-specific instructions paired with their expected outputs. The SFT dataset
is generally much smaller compared to the original training set, but this data is highly specialized.
The result of SFT is that the LLM can learn to execute tasks based on user instructions. For
example, by fine-tuning the LLM with a set of question-answer pairs, the model can respond to
specific questions, even if not directly covered in the SFT dataset. This method proves particularly
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Stage
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Pre-training |—— | Alignment — | Alignment ——| Prompting
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Fig. 4.1: Schematic illustration of the pre-train-then-align method for developing LLMs. In the pre-training stage, we
train an LLM on vast amounts of data using next token prediction. Then, in the alignment stage, we align the LLM
to user instructions, intents, and preferences. This includes instruction alignment, human preference alignment, and
prompting.

useful when it is relatively easy to describe the input-output relationships and straightforward to
annotate the data.

The second approach is to fine-tune LLMs using reward models. One difficulty in alignment
is that human values and expectations are complex and hard to describe. In many cases, even for
humans themselves, articulating what is ethically correct or culturally appropriate can be challeng-
ing. As aresult, collecting or annotating fine-tuning data is not as straightforward as it is with SFT.
Moreover, aligning LLMs is not just a task of fitting data, or in other words, the limited samples
annotated by humans are often insufficient to comprehensively describe these behaviors. What we
really need here is to teach the model how to determine which outputs are more in line with human
preferences, for example, we not only want the outputs to be technically accurate but also to align
with human expectations and values. One idea is to develop a reward model analogous to a human
expert. This reward model would work by rewarding the LLM whenever it generates responses
that align more closely with human preferences, much like how a teacher provides feedback to a
student. To obtain such a reward model, we can train a scoring function from human preference
data. The trained reward model is then used as a guide to adjust and refine the LLM. This frames
the LLM alignment task as a reinforcement learning task. The resulting methods, such as rein-
forcement learning from human feedback (RLHF), have been demonstrated to be particularly
successful in adapting LLMs to follow the subtleties of human behavior and social norms.

The third approach is to perform alignment during inference rather than during training or
fine-tuning. From this perspective, prompting in LLMs can also be seen as a form of alignment,
but it does not involve training or fine-funing. So we can dynamically adapt an LLM to various
tasks at minimal cost. Another method to do alignment at inference time is to rescore the outputs
of an LLM. For example, we could develop a scoring system to simulate human feedback on the
outputs of the LLM (like a reward model) and prioritize those that receive more positive feedback.

The three methods mentioned above are typically used in sequence once the pre-training is
complete: we first perform SFT, then RLHF, and then prompt the LLM in some way during
inference. This roughly divides the development of LL.Ms into two stages — the pre-training stage
and the alignment stage. Figure 4.1 shows an illustration of this. Since prompting techniques have
been intensively discussed in the previous chapter, we will focus on fine-tuning-based alignment
methods in the rest of this chapter.
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4.2 Instruction Alignment

One feature of LLMs is that they can follow the prompts provided by users to perform various
tasks. In many applications, a prompt consists of a simple instruction and user input, and we want
the LLM to follow this instruction to perform the task correctly. This ability of LLMs is also
called the instruction-following ability. For example, below is a prompt where we want the LLM
to extract key points and provide a concise summary for a lengthy article.

Instruction  Summarize this text in three sentences.

Input  Daylight Savings Time (DST) - the process of moving clocks forward
by one hour in the summer - was started in Germany in 1916 ...

Output

This task requires the LLM to understand the instruction “Summarize this text in three sentences”
and perform the summarization accordingly. However, LLMs are typically trained for next-token
prediction rather than for generating outputs that follow instructions. Applying a pre-trained LLM
to the above example would likely result in the model continuing to write the input article instead
of summarizing the main points. The goal of instruction alignment (or instruction fine-tuning) is
to tune the LLM to accurately respond to user instructions and intentions. The rest of this section
will discuss some issues related to instruction alignment, including fine-tuning LLMs to follow
instructions, generating or collecting instruction data, and generalizing instruction alignment.

4.2.1 Supervised Fine-tuning

One straightforward approach to adapting LLMs to follow instructions is to fine-tune these models
using annotated input-output pairs [Ouyang et al., 2022; Wei et al., 2022a]. Unlike standard lan-
guage model training, here we do not wish to maximize the probability of generating a complete
sequence, but rather maximizing the probability of generating the rest of the sequence given its
prefix. This approach makes instruction fine-tuning a bit different from pre-training. The SFT
data is a collection of such input-output pairs (denoted by S), where each output is the correct
response for the corresponding input instruction. For example, below is an SFT dataset

X (instruction + user input) y (output)

Summarize the following article. {*summarys}
Article: In recent years, solar energy has seen
unprecedented growth, becoming the fastest-growing ...

Extract the main financial figures from the following Revenue: $10 million,

earnings report. Profit Margin: 15%
Report: The company reported a revenue of $10 million
in the first quarter with a profit margin of 15% ...

Classify the following email as spam or not spam. Spam

Text: Congratulations! You’ve won a $500 gift card.
Click here to claim now.

Provide a solution to the following technical issue. First, check for ...
Issue: my computer is running slow and often freezes.
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where the instructions are highlighted. This dataset contains instructions and the corresponding
outputs for several different NLP problems, and so we can fine-tune an LLM to handle multiple
tasks simultaneously.

Let x = xg...z,, be an input sequence (e.g., instruction + user input) and y = y;...y, be the
corresponding output sequence. In SFT, we aim to maximize the probability of the output y given
the input x. Consider an LLM with pre-trained parameters 6. The fine-tuning objective can then
be formulated as:

0 = argmax Z log Pry. (y|x) 4.1)
o+ (x,y)€D

where 0 denotes the parameters optimized via fine-tuning, and o+ represents an adjustment to 0.
Here we will omit the superscript + and use 6 to represent 0" to keep the notation uncluttered. But
the reader should keep in mind that the fine-tuning starts from the pre-trained parameters rather
than randomly initialized parameters.

The objective function log Pry(y;|x,y<;) is computed by summing the log-probabilities of
the tokens in y, conditional on the input x and all the previous tokens y ;:

n
log Pro(y|x) = Z log Pry(yi|x,y<i) 4.2)
i=1

This formulation is equivalent to minimizing the cross-entropy loss.

Note that minimizing the conditional log-probability log Pry(y|x) is not a standard language
model training problem. If we concatenate x and y as a single sequence, a more general form of
language modeling is based on the joint log-probability log Pry(x,y), that is, we minimize the
loss over all tokens of the sequence seqy ,, = [x,y]. We can write the probability of this sequence
using the chain rule

log Prg(seqyy) = logPryo(x,y)
= log Pry(x) + log Pry(y|x) (4.3)

setto 0 loss computation

There are two terms on the right-hand side of the equation. We can simply set the first term
log Pry(x) to 0, focusing solely on the second term log Pry(y|x) for loss computation. As a
result, the training can be implemented using standard LLMs. For the sequence seqy , we first
run the forward pass as usual. Then, during the backward pass, we force the loss corresponding
to x to be zero. Figure 4.2 shows an illustration of this process.

By taking log Pry (seqxvy) as the objective function, we can describe SFT using a regular form
of language model training:

0 = argmax Z log Pry(seqy y) (4.4)
(x,y)€D

The problem we considered above is fundamentally a single-round prediction problem, where
the LLM generates a response based on a single input without any further interaction or feedback
from the user. The input is processed, and the output is generated in one go. This is typical in
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Fig. 4.2: Illustration of supervised fine-tuning for LLMs. We concatenate the input and the output into a single se-
quence. During the forward pass, we run the LLM as usual. During the backward pass, we compute the loss only for
the output part and simply set the loss for the input part to 0.

scenarios where a single question is asked, and a single answer is provided, with no follow-up
questions or clarifications. However, in practice, we sometimes have to handle multi-round pre-
diction problems, for example, an LLM engages in a dialogue over multiple turns. In this setting,
the LLM not only generates responses based on the initial input but also incorporates subsequent
inputs that might refine or expand on earlier interactions. For example, we can use the LLM to act
as a healthcare assistance chatbot and have a conversation with the user, like this

User I’ve been feeling very tired lately.

Chatbot  I’m sorry to hear that. Besides feeling tired, have you noticed any
other symptoms?

User  Yes, 'm also experiencing headaches frequently.

Chatbot  How long have these symptoms been going on?

User About a week now.

Chatbot It might be good to check in with a healthcare professional. Would
you like help setting up an appointment?

User Yes, please. Can it be after work hours?
Chatbot ~ Sure, I can arrange that. There are slots available next Wednesday
and Thursday after 5 PM. Which day works better for you?

In this task, there are several rounds of conversation, each involving the generation of a re-
sponse based on the user’s request or question and the conversational history. Suppose we have
K rounds of conversation, denoted by {Xl, yhx2,y2, . xK yE }. Here xF and yk denote the
user request and the response, respectively, for each round k. The log-probability of generating
the response can be written as log Pry(y*|x!,y?', ...,x"). Our goal is then to maximize the sum
of these log-probabilities

K
0 = argmaleogPrg(yk\xl,yl,...,Xk) 4.5)
o k=1
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A straightforward implementation of this involves calculating the conditional probability for
each k. However, it requires running the LLM K times, each time with an increased conversa-
tional history to make predictions. A more efficient method is to perform loss computation of all
responses in a single run of the LLM. To do this, we represent the conversation as a sequence

sedyt g1k yi = [x1,y%, ., x®, y®] (or seq for short). The log-probability of this sequence
is given by
logPrg(seq) = logPro(x',y’,...,x", y)
= logPry(x") +log Pro(y'|x') + - +
setto 0 loss computation

log Pro(x™ |x!, y*, .o y™ 1) +

setto O
log Pra(y" |x',y", ...,x") (4.6)

loss computation

The trick here is that we ignore the loss for generating user inputs, as illustrated in Figure 4.3.
Hence we only compute the probabilities of generating the responses given their conversational
histories, in other words, the value on the right-hand side of Eq. (4.6) is actually equal to the value
on the right-hand side of Eq. (4.5). As with Eq. (4.4), the training of this multi-round prediction
model can be achieved by maximizing the log likelihood over a training dataset D:

0 = argmax Z log Pry(seq) 4.7)
0 seqeD

While implementing the SFT methods introduced above seems trivial as they are fundamen-
tally the same as regular language model training, there are still issues that need to be considered
in practice. For example,

* SFT requires labeled data. This makes SFT quite different from pre-training, where raw text
is used as training data and is readily available. As in other supervised machine learning
problems, data annotation and selection in SFT are not simple tasks. In general, we wish
to develop SFT data that is both substantial in quantity and high in quality, and this data
should be highly relevant to the tasks the LLM will perform. On the other hand, there is
a need to fine-tune LLMs with less data to minimize computational and data construction
costs. Often, the quality of LLMs is highly dependent on the data used in SFT. Thus, such
data must be carefully developed and examined. As we will see in later subsections, SFT
can be more efficient and effective through more advanced techniques for data construction.

* SFT is still computationally expensive for LLMs due to their big size. As a result, main-
taining and updating such models is resource-intensive. For example, applying gradient up-
dates to billions of parameters within an LLM requires significant computational power and
memory. This often requires high-performance computing environments, which are costly
to operate. To address these challenges, various optimization strategies, such as pruning,
quantization, and the use of more efficient training algorithms, have been explored. In par-
ticular, there has been significant interest in parameter-efficient fine-tuning methods which
are designed to maintain state-of-the-art performance without the need for extensive compu-
tational resources. We have seen in Chapter 3 that applying techniques like soft prompts can
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User: I've been feeling very tired lately.

Chatbot: I'm sorry to hear that. Besides feeling tired,

have you noticed any other symptoms?

User: Yes, I'm also experiencing headaches frequently.

Chatbot: How long have these symptoms been going on?

Fig. 4.3: llustration of supervised fine-tuning for conversational models. Here the LLM acts as a chatbot to respond to
each request based on the conversational history. The conversation progresses by alternating between the user and the
chatbot. In SFT, we treat the entire conversation as a sequence, just like in standard LLMs, but compute the loss only
for the responses of the LLM.

make the fine-tuning process more efficient. For further discussion on parameter-efficient
methods, the reader can refer to related papers on this issue [Houlsby et al., 2019; Hu et al.,
2022; Han et al., 2024].

* SFT can be regarded as a post-training step following pre-training. It is a separate training
phase designed to preserve the advantages of the initial pre-training while incorporating new
adjustments. This may seem paradoxical because updating a pre-trained LLM with further
data potentially causes the model to forget some of its prior knowledge. Imagine a scenario
where we have a large amount of SFT data and extensively fine-tune the LLM. In this
case, the LLM could overfit the data, which in turn may reduce generalization performance
or cause catastrophic forgetting. A common strategy to mitigate this issue is to employ
regularization and early stopping techniques. Another practical approach is to use a smaller
learning rate to gently adjust the weights of the LLM. In addition, fine-tuning with data from
diverse sources and problem domains can also be beneficial. Nevertheless, in practice, the
SFT step is often carefully examined and requires substantial engineering and experimental
efforts to optimize.

4.2.2 Fine-tuning Data Acquisition

Fine-tuning data is so important that much recent work in LLM has focused on developing various
datasets for instruction fine-tuning. As with most work in machine learning, there are generally
two approaches to data acquisition — manual data generation and automatic data generation.
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4.2.2.1 Manually Generated Data

One straightforward method is to recruit human annotators to create input-output pairs for the
tasks of interest. Unlike data annotation in conventional NLP, such as text classification, where
annotators simply assign labels to collected texts according to guidelines, creating fine-tuning data
for LLMs requires more steps and effort, making it thus more challenging. Suppose we want to
obtain fine-tuning data for the English-to-Chinese machine translation task. The first step is to
write a prompt template to describe the task and format the problem clearly. For example,

Instruction  Translate the text from English to Chinese.
User Input ~ {*textx}

Output  {*translationsx}

Then, we collect pairs of source and target texts (i.e., Chinese texts and the corresponding
translations), and replace the variables {xtext*} and {*translation*} to generate the fine-tuning
samples. For example, given a pair of English and Chinese sentences

How’s the weather today? — S RRKTELFE?
{*textx} {*translationsx}

we can generate a fine-tuning sample using the prompt template, like this

Instruction  Translate the text from English to Chinese.

User Input  How’s the weather today?

Output SRRAELE?

That is,

= Translate the text from English to Chinese.\n How’s the weather today?
= SRRAELHE?

We can use this (x,y) pair to fine-tune the LLM, as described in the previous subsection.

One difficulty here is that there are many, many different ways to write prompt templates
for the same task, and different people may produce prompt templates with varying qualities
and complexities. Sometimes, we may write prompt templates with overly complex or verbose
instructions. Sometimes, we may not even know exactly what the target task is and how to de-
scribe it. A widely-adopted strategy is to create prompt templates for existing NLP tasks, given
that there have been so many well-established NLP problems and benchmarks [Bach et al., 2022;
Wang et al., 2022b; Mishra et al., 2022]. In this case, annotators can be given the original task
description and many examples. Then, they can use their own ways to express how to prompt the
LLM to perform the tasks. Note that, while such a method can ease the process of creating and
writing prompts, we still need annotation frameworks and crowdsourcing systems to manage the
work and conduct quality control. For example, we generally need to design annotation guidelines
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and a unified format for writing prompt templates, especially when many annotators are contribut-
ing to the same task. One advantage of inducing prompts from existing NLP tasks is that, once the
prompt templates have been developed, it is easy to generate prompts using the annotated samples
in the original tasks. For example, given a bilingual dataset for English-to-Chinese translation, we
can easily create a number of fine-tuning examples by filling the slots in the above template with
the sentence pairs in this dataset.

Another approach is to directly use the naturally existing data available on the internet. A
common example is by collecting question-and-answer pairs from QA websites to fine-tune LLMs
for open-domain QA tasks [Joshi et al., 2017]. Many benchmarks in QA are built in this way
because there are so many types of questions that it is impossible to think of them all by a small
group of people. Instead, using data from those websites can ensure that the LLM fine-tuning data
is at a good or acceptable level in terms of quantity and quality.

In addition to employing existing resources, another straightforward way to develop a fine-
tuning dataset is to crowdsource the data. A simple approach is to allow users to input any ques-
tion, after which responses are either manually given or automatically generated by an LLM and
then manually annotated and corrected. It is thus possible to capture real user behavior and conse-
quently gather inputs and outputs for a large number of “new” problems that traditional NLP tasks
do not cover.

An issue related to the construction of the fine-tuning datasets is that we usually want the
data to be as diverse as possible. Many studies have found that increasing the diversity of fine-
tuning data can improve the robustness and generalization ability of LLMs. For this reason, there
has been considerable interest in involving more diverse prompts and tasks in LLM fine-tunining
datasets. We will give further discussions on the generalization of fine-tuning in Section 4.2.4.

4.2.2.2 Automatically Generated Data

One limitation of manual data generation is that the quality and diversity largely depend on human
experience and creativity. Therefore, if we want LLMs to handle a broad range of tasks, that
is, to effectively execute any instruction, relying on human-annotated data for LLM fine-tuning
is often inefficient. Moreover, the coverage of such data can be limited, and the data may even
contain biases introduced by the annotators themselves. An alternative approach is to generate data
automatically. For example, we can collect a number of questions through crowdsourcing, and
employ a well-tuned LLM to generate answers to the questions. These question-answer pairs are
then used as fine-tuning samples as usual. This method, though very simple, has been extensively
applied to generate large-scale fine-tuning data for LL.Ms.

The above way of producing synthetic fine-tuning data is similar to those used in data aug-
mentation for NLP. If we have an LLM, we can produce a prediction in response to any input.
Repeating this process for different inputs allows us to create a sufficient number of fine-tuning
samples. Such a method is particularly useful for fine-tuning new LLMs using a well-tuned LLM.
However, one disadvantage of this approach is that it relies on human-crafted or collected inputs
for data generation, which may turn out to be inappropriate for generalizing LLMs. In many LLM
applications, a significant challenge arises from the broad range of users’ questions and requests,
many of which are not covered in existing NLP tasks and datasets. In these cases, it becomes
necessary to generate not only the predictions but also the inputs themselves.

Here we consider self-instruct as an example to illustrate how to generate LLM fine-tuning
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Filter out invalid and low-quality samples.
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Fig. 4.4: Illustration of self-instruct [Wang et al., 2023b]. This method maintains a pool of instructions and correspond-
ing input-output samples. Initially, the pool contains a number of hand-crafted instructions and samples. Each time,
we draw a few instructions from the pool. An LLM is then prompted to generate new instructions and samples based
on those drawn. Finally, the newly-generated instructions and samples are filtered and added to the pool.

samples [Wang et al., 2023d; Honovich et al., 2023]. The idea is that we can prompt an LLM to
create a new instruction by learning from other instructions. Given this instruction, the LLM can
then fill in other fields (such as the user input) and produce the predictions. Figure 4.4 shows a
schematic illustration of self-instruct. Here we give a brief outline of the key steps involved.

* The self-instruct algorithm maintains a pool of tasks. Initially it contains a number of seed
hand-crafted tasks, each with an instruction and input-output sample. As the algorithm
proceeds, LLM-generated instructions and samples will be added to this pool.
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* At each step, a small number of instructions are drawn from the instruction pool. For ex-
ample, we can randomly select a few human-written instructions and a few LLM-generated
instructions to ensure diversity.

* The selected instructions are then used as demonstration examples. Thus, the LLM can
in-context learn from these examples and produce a new instruction. Below is an example
template for prompting the LLM.

You are provided several different instructions for performing some tasks.
Please generate an instruction based on these.

Task 1: {instructionl}
Task 2: {instruction2}
Task 3: {instruction3}
Task 4: {instruction4}
New Task:

* Given the generated instruction, the LLM is then prompted to complete the sample by filling
in the remaining input fields and generating the corresponding output. Below is a prompt
template.

You are provided with a set of input-output samples, each composed of
an instruction, a user input, and an output. Please generate a new sample
based on these.

Sample 1: {instructionl}

Input: {user-inputl}

Output: {outputl}

Sample 2: {instruction2}

Input: {user-input2}

Output: {output2}

New Sample: {new-instruction}

* This newly-generated sample is examined by some heuristic rules (such as filtering out
samples or instructions that are similar to those already in the pool). If it passes, the sample
and instruction are added to the pool.

This generation process can be repeated many times to obtain a sufficient number of fine-
tuning samples. Note that, above, we just show simple prompt templates for generating instruction
and fine-tuning samples. Of course, we can develop better templates to generate more diverse and
accurate instruction and fine-tuning samples. For example, for certain tasks like text classification,
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the LLM may tend to produce biased predictions, for example, most generated samples belong to
a single class. In such cases, we can adjust the order of generation of different fields. More
specifically, we can specify the output (i.e., the class) with some prior, and prompt the LLM
to generate user input given both the instruction and the output. This method resembles input
inversion, where the LLLM generates the input based on the specified output [Longpre et al., 2023].

Using LLM-generated instructions and fine-tuning samples has been a common method for
developing LLMs, especially given that manually developing such data is so expensive that most
research groups cannot afford it. In several well-tuned LLMs, their fine-tuning datasets include
a certain amount of synthetic data, which has proved useful [Ouyang et al., 2022; Taori et al.,
2023; Chiang et al., 2023]. There have been further studies on synthetic data generation for LLM
fine-tuning. For example, one can generate more diverse instructions by introducing evolutionary
algorithms [Xu et al., 2024], or use synthetic data as supervision signals in a more advanced fine-
tuning process [Chen et al., 2024b]. More recently, there has also been considerable interest in
using synthetic data in the pre-training stage [Gunasekar et al., 2023; Allal et al., 2024].

In many applications, a real-world scenario is that, given a task, we can collect or annotate a
relatively small amount of fine-tuning data, for example, we can recruit experts to create questions
for QA tasks in a specific domain. But the quantity and diversity of this data are in general not
sufficient. In this case, we can use self-instruct techniques to generate more diverse question-
answer pairs, and thus augment the fine-tuning data. This provides a way of bootstrapping the
LLM starting from a seed set of fine-tuning samples. Note that using self-generated data is a com-
mon practice and has long been applied in NLP. For example, this approach has been successfully
used in parsing and machine translation [Charniak, 1997; Sennrich et al., 2016].

4.2.3 Fine-tuning with Less Data

With the increasing prominence of instruction fine-tuning, there has been a surge in demand for
large-scale, high-quality fine-tuning data. For example, the FLAN fine-tuning dataset, which
is compiled from 1,836 tasks, contains 15 million samples [Longpre et al., 2023]. Fine-tuning
LLMs with such large datasets is typically a computationally expensive task, especially given
that updating the large number of parameters in LLMs is resource-intensive. One approach for
mitigating this issue is to explore efficient model training methods, for example, one can use
parameter-efficient methods to update only a small portion of the model. However, many fine-
tuning datasets contain a large amount of synthetic data, where errors and biases are still inevitable.

Another approach to efficient fine-tuning is to consider only the most relevant and impactful
examples for fine-tuning. We can thus reduce the amount of data that needs to be processed while
still maintaining the quality of the model updates. There are several methods to achieve this. For
example, Zhou et al. [2023a] built an instruction-following dataset containing only 1,000 sam-
ples by carefully crafting the prompts and collecting samples from a variety of NLP tasks. They
showed that the LLLaMa 65B model fine-tuned with this dataset could be competitive with or even
better than models with much more fine-tuning effort. This suggests that LLMs can be adapted
to respond to diverse tasks without necessarily needing fine-tuning on all types of instruction-
following data. Chen et al. [2024a] developed a system based on the GPT-3.5 model to assess
the quality of each instruction-following sample. Therefore, they could select high-quality sam-
ples from existing datasets, showing better fine-tuning performance with fewer fine-tuning sam-
ples. Researchers have also developed methods to either select or filter out data using heuristics
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[Zhao et al., 2024; Ge et al., 2024], or to prioritize data that more significantly influences the fine-
tuning process [Xia et al., 2024]. In fact, most of these methods can be seen as instances of larger
families of data selection and filtering methods. And it is often the case that using higher quality
(but maybe less) data is beneficial for training NLP models.

The discoveries in instruction fine-tuning somewhat differ from traditional views in NLP: the
ability of models to handle complex problems can be activated with a small amount of annotated
data, rather than requiring massive amounts of supervised data for extensive training. One pos-
sible explanation is that the ability of generating correct responses given instructions has been
learned during pre-training, but such instruction-response mappings are not with high probabil-
ities during inference. Fine-tuning can slightly adjust the models to get them to follow instruc-
tions, requiring significantly less training effort than pre-training. This is closely related to what
is known as the superficial alignment hypothesis, which suggests that learning primarily occurs
during pre-training, and the subsequent fine-tuning or alignment phase does not significantly con-
tribute to the underlying knowledge base of an LLM [Zhou et al., 2023a]. Since the core abilities
and knowledge of the model are already established from pre-training, effective fine-tuning for
alignment with user needs can be achieved with relatively small training fine-tuning effort. This
implies the possibility of fine-tuning LLLMs with very little data. In another direction, it may not
be necessary to restrict fine-tuning to paired instruction-response data. For example, Hewitt et al.
[2024] found that instruction-following can be implicitly achieved by fine-tuning LLMs only on
responses, without corresponding instructions.

A concept related to the discussion here is sample efficiency. A machine learning method is
called sample efficient if it can learn effectively from a small number of training examples. In this
sense, instruction fine-tuning is sample efficient compared with pre-training. From the perspective
of machine learning, sample-efficient methods can be seen as efficient ways to sample the space
of data, and are advantageous as they make optimal use of scarce data. Therefore, sampling-based
learning techniques, such as many reinforcement learning algorithms, can benefit from these sam-
ple efficient approaches. For example, in human preference alignment, we can either efficiently
sample preference data via reward models [Liu et al., 2024b] or improve sampling efficiency in
policy learning [Wang et al., 2024].

4.2.4 Instruction Generalization

In many machine learning and NLP problems, training a model to generalize is a fundamental
goal. For example, in text classification, we expect our model to correctly classify new texts that
were not seen during training. However, generalization poses additional challenges in instruction
fine-tuning. We expect instruction-fine-tuned LLMs to not only generate appropriate responses for
different inputs within a task but also to accurately perform various tasks as described by different
instructions. To illustrate this issue, consider an LLM Pr(y|c,z), where c is an instruction, z
is a user input, and y is the corresponding model output (i.e., the response). Suppose that the
performance of this model is evaluated in terms of a metric, written as Performance(Pr(y|c, z))
or P(c,z,y) for short. Informally, when we say this model can generalize within a given task
(indicated by the instruction c*), we mean that there may be a value € such that the average
performance on new inputs is above this value:

Z c*,z.y) (4.8)

ZEZ



168 Alignment

where Z is the set of new inputs, and z’ and y’ are an input in this set and the corresponding
output, respectively.

Likewise, we can say that this model can generalize across tasks if the average performance
over all instruction-input pairs is above some e:

1
Dl > P(d,Z)y)>e (4.9)
(c’,2")eD

where D is the set of new instruction-input pairs.

Here, we need to deal with variations in two dimensions: instruction and user input. This
makes the generalization problem very complex, because, intuitively, a model needs to learn from
a vast number of tasks and different input-output pairs associated with each task to achieve good
generalization. As we have discussed several times in this book, achieving such generalization
incurs much lower cost than pre-training. In general, fine-tuning LLMs with instruction-response
data to some extent can lead to models yielding instruction following on new tasks. Nevertheless,
it is typically believed that certain efforts are still needed to adapt LLMs to make them understand
and execute instructions broadly.

One way to generalize instruction fine-tuning is to increase the diversity of the fine-tuning
data. In earlier studies on instruction fine-tuning, researchers developed many datasets, covering a
wide variety of NLP tasks and different instructions for each task [Wang et al., 2022b; Sanh et al.,
2022; Longpre et al., 2023]. By transforming these tasks into a unified format, one can fine-
tune an LLM with a sufficiently large number of samples, for example, there have been several
instruction fine-tuning datasets that involve over 100 NLP tasks and 1M samples. However, these
early datasets mostly focus on existing academic problems, but not those that users want to deal
with in real-world applications. Much recent work has shifted focus to addressing new and more
practical problems. For example, there has been considerable interest in constructing datasets
that contain large and complicated demonstrations and responses from SOTA models to real user
queries [Wang et al., 2023c; Teknium, 2023].

Perhaps the use of large and diverse fine-tuning datasets has its origins in attempts to scale
LLM:s in different dimensions. Indeed, scaling laws have been used broadly to motivate the de-
velopment of a wide range of different instruction-fine-tuned LLMs. And it is reasonable to scale
instruction fine-tuning to make an LLLM follow broad instructions. From the perspective of LLM
alignment, however, scaling instruction fine-tuning might not be efficient to achieve generaliza-
tion.

One problem is that instruction fine-tuning relies on supervised learning that learns to gener-
alize and perform tasks based on instruction-response mappings. However, such an approach does
not capture subtle or complex human preferences (e.g., tone, style, or subjective quality) because
these are hard to encode as explicit instruction-response data. Moreover, the generalization per-
formance is bounded by the diversity and quality of the instruction-response dataset. Given these
limitations, we would instead like to employ preference models as an additional fine-tuning step
following instruction fine-tuning, so the LLMs can generalize further (see Section 4.3).

Another view is that some instruction-response mappings may already be learned during pre-
training, and so the pre-trained LLLMs have encoded such mappings. However, since we often do
not know exactly what data is used in the pre-training, it is hard to judge whether we need to learn
such mappings in the fine-tuning. A related question is whether out-of-distribution generalization
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is primarily achieved during pre-training or fine-tuning. While directly answering this question is
beyond the scope of this chapter, it has been shown that pre-training on large and diverse datasets
is effective in improving out-of-distribution performance [Hendrycks et al., 2020; Radford et al.,
2021; Gunasekar et al., 2023]. This raises an interesting problem: if an LLM has been well pre-
trained at scale, fine-tuning may not be as essential for out-of-distribution generalization, since the
model may have already encountered sufficient distributional variation. This prompts researchers
to fine-tune LLMs with modest effort or to explore new methods to achieve instruction-following.
As discussed in the previous sub-section, for example, instruction following can be yielded by
fine-tuning on a small number of carefully selected instruction-response pairs [Zhou et al., 2023a],
or even by using methods that are not explicitly designed to do so [Kung and Peng, 2023].

The above discussion provides two different strategies: one requires scaling up fine-tuning
datasets for larger diversity, the other requires small but necessary fine-tuning datasets for efficient
LLM adaptation. However, in practice, involving diverse instructions often helps. In many cases,
we need to adapt our LLM for specific purposes. But the LLLM, which has possibly encoded broad
instruction-following mappings during pre-training, might tend to behave as a general-purpose
instruction executor even with modest fine-tuning. An interesting phenomenon is that when fine-
tuning on math data, the resulting LLM might not specialize in math outputs. Instead, this model
might respond normally to general instructions, for example, it could generate poetry if instructed
to do so [Hewitt, 2024]. This is not a bad thing, but it shows that LLMs may not easily change their
nature of following general instructions. In this case, additional adaptations with more diverse
data may help adjust the way the LLM follows instructions, particularly for those tasks we aim to
address.

4.2.5 Using Weak Models to Improve Strong Models

So far we have explored a variety of instruction fine-tuning methods based on labeled data. One
of the limitations of many such methods is that they require the data to be annotated by humans or
generated by strong LLMs, which can provide accurate supervision signals in fine-tuning. How-
ever, in many cases, the LLM we have in hand is already strong (or at least is advantageous in
specific aspects of problem solving), and thus it is not easy to find a superior model for supervi-
sion. Even for human experts, when the problem becomes complex, providing correct and detailed
answers might be difficult, or sometimes infeasible. For example, when faced with an extremely
long document, the experts would find it challenging to identify any inconsistencies, subtle biases,
or missing key points without conducting an exhaustive and time-consuming review.

One may ask at this point: can we use weak LLMs to supervise strong LLMs? This seems
to be a significant challenge, but it may reflect a future scenario where we need to supervise Al
systems that are smarter than humans or any other Al systems [Burns et al., 2023b]. The problem
of using smaller, less complex models to improve the training of larger, more complex models
is also called the weak-to-strong generalization problem. While there have not been mature
approaches to weak-to-strong generalization, using smaller models to assist stronger models has
indeed proven useful in several areas of LLMs.

For instruction fine-tuning, one of the simplest ways of applying weak LLMs is to use these
models to generate synthetic fine-tuning data. Suppose we have a collection of inputs X, where
each input includes an instruction and a user input if necessary. For each x € X, we use a weak
LLM Pr*(-) to generate a prediction y = arg max, Pr*(y[x). Then, the strong LLM Prj(-) can
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be trained on these generated predictions (see Eq. (4.1)):

f = argmax Z log Prj(y|x) (4.10)
xeX

where 6 is the model parameters.

The above form transforms the fine-tuning problem into a knowledge distillation problem, in
other words, we distill knowledge from the weak model to the strong model. Consequently, we
can employ various knowledge distillation methods to achieve this goal. However, explaining
weak-to-strong fine-tuning from the perspective of knowledge distillation is not straightforward.
A major concern is that the strong model may merely imitate or overfit the errors of the weak
model and fail to generalize. For example, the fine-tuned strong model still cannot solve difficult
problems that the weak model cannot accurately predict. Fortunately, preliminary experiments in
this line of research have shown positive and promising results. For example, Burns et al. [2023a]
found that fine-tuning the strong pre-trained GPT-4 model with GPT-2-level supervision could
improve generalization across several NLP tasks. To measure how the weak model improves the
generalization of the strong model, we define the following terms:

* Weak Performance (P..;). This is the test-set performance of the weak model, which
can be regarded as the baseline performance.

* Weak-to-strong Performance(P cak—strong). This is the test-set performance of the strong
model that is fine-tuned with the weak model.

* Strong Ceiling Performance (P ci1ing). This is the test-set performance of the strong model
that is fine-tuned with ground truth data. For example, we fine-tune the strong model with
human-annotated predictions and take the resulting model as a ceiling.

Then, the performance gap recovered (PGR) can be defined as

P k—strong — p k
PGR = (. Wea —strong wea. 4.11
e { ’ Pceiling - Pweak } ¢ )

This metric measures how much of the performance gap between the ceiling model and the
weak model can be recovered by the weak-to-strong model. A PGR of 1 indicates that the weak-
to-strong fine-tuning can completely closes the performance gap, whereas a PGR of 0 indicates
no improvement. In Burns et al. [2023a]’s work, it is shown that PGR can be around 0.8 on 22
NLP classification tasks. It should be noted that, while the potential of weak-to-strong fine-tuning
is promising, achieving substantial weak-to-strong generalization remains a challenging goal that
needs further investigation [Aschenbrenner, 2024].

Fine-tuning LLMs with weak supervision is just one choice for using small models to improve
large models. Although this section primarily focuses on fine-tuning LLMs, we also mention
other methods here to give a more complete discussion (see Figure 4.5 for illustrations of these
methods).

* Instead of using small models to generate synthetic data, it is also straightforward to in-
corporate knowledge distillation loss based on these models. For example, a simple loss
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Fig. 4.5: Illustrations of using small models to improve large models in LLMs. One approach involves using smaller
models for the fine-tuning or pre-training of larger models. This includes generating synthetic data (a), incorporating
auxiliary loss (b), and selecting appropriate data (c). Another approach involves combining small models and large
models. This includes learning a strong model by aggregating multiple small models (d), and cascading small models
with large models (e).

function that measures the difference between the small and large models can be defined as:

Losska = KL(Pr“(:|x) || Prg(-|x)) (4.12)

Then, we can add this loss to the original loss of language modeling, and yield the following
training objective

0 = argmax Z log Pry(y|x) — A - Lossiq (4.13)

o (xy)ep
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where D is the set of input and output pairs, and ) is the coefficient of the interpolation. This
method can be employed in either the pre-training or fine-tuning phase. We can adjust A to
control how much the small model influences the training. For example, we can gradually
decrease A to make the training rely more on the original language modeling loss as the
large model becomes more capable.

* Another approach to involving small models in LLM pre-training and fine-tuning is to use
them to do data selection or filtering. Given a sequence, we can compute the likelihood
or cross-entropy using a small model. These quantities can then be used as criteria for
selecting or filtering data. For example, sequences with low likelihood or high cross-entropy
might be excluded from the training set, as they are less aligned with the small model’s
learned distribution. Conversely, sequences with high likelihood or low cross-entropy can
be prioritized, ensuring that the training focuses on more relevant or high-quality data.

* Ensemble learning is a simple and effective way to build a strong model by combining mul-
tiple weak models. Applying this technique to LLMs is straightforward. We can aggregate
distributions predicted by multiple small models or specialized submodels, and derive the
final prediction from the aggregated results. This aggregation can be done using methods
such as majority voting, weighted averaging, or stacking.

* Small models can also be employed at inference time to improve overall efficiency. Suppose
we have a large model that is slow but more accurate, and a small model that is fast but
less accurate. In model cascading, the small model first processes the input data, quickly
generating preliminary results. If these results meet certain pre-defined criteria, they can be
directly used. However, if the initial results are not sufficiently good, the input is then passed
to the larger, more accurate model to produce a better result. This approach significantly
reduces computational costs and latency, as the small model can effectively handle many
inputs without access to the large model.

4.3 Human Preference Alignment: RLHF

So far in this chapter, we have focused on fine-tuning LLMs using input-output paired labeled data.
This approach allows us to adapt LLMs for instruction-following via supervised learning. In many
applications, however, LLMs are required not only to follow instructions but also to act in ways
that are more aligned with human values and preferences. Consider a scenario where a user asks an
LLM how to hack into a computer system. If the LLM is not appropriately aligned, it may respond
by providing details on how to perform this illegal activity. Instead, a more desirable response
might be to advise the user against engaging in illegal activities and offer a general overview of
the consequences of such actions. The difficulty in achieving this is that the ethical nuances and
contextual considerations required for an LLM to respond appropriately in such scenarios are not
always straightforward to encode into a fine-tuning dataset. What’s even more challenging is that,
often, humans themselves cannot precisely express their own preferences.

In this section, we discuss an alternative LLM fine-tuning method, called reinforcement learn-
ing from human feedback or RLHF for short [Christiano et al., 2017; Stiennon et al., 2020]. The
basic idea behind RLHF is that LL.Ms can learn from comparisons of model outputs using reward
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(b) Reinforcement Learning from Human Feedback

Fig. 4.6: Supervised fine-tuning vs. reinforcement learning from human feedback. In supervised fine-tuning, we
optimize the LLM by maximizing the probability of the prediction given the input. In reinforcement learning from
human feedback, we first train a reward model on human preference data (on each pair of predictions, evaluators are
asked to choose which one they prefer). Then, we use this reward model to supervise the LLM during fine-tuning.

models (see Figure 4.6). To do this, we can recruit human experts who indicate their preferences
between pairs of outputs generated by the LLM. This preference data is used to train a reward
model that can predict the perceived quality of LLM outputs. Once trained, the reward model
provides feedback by assigning scores to new outputs that the LLM generates in response to the
inputs. The LLM uses these scores to update its parameters through reinforcement learning algo-
rithms. In the rest of this section, we will first introduce the basic knowledge of reinforcement
learning to facilitate the discussion, and then discuss methods for training reward models and
aligning LLMs with these models.

4.3.1 Basics of Reinforcement Learning

We begin by looking at some basic concepts of reinforcement learning. Note that the notation used
here slightly differs from that used in the previous sections and chapters because we want to make
our description more consistent with those in the reinforcement learning literature. Nevertheless,
we will show how this notation corresponds to the language modeling notation. The reader who
is already familiar with reinforcement learning techniques may skip or skim this subsection.

A general reinforcement learning framework describes how an agent interacts with a dynamic
environment. This interaction is modeled as a sequence of actions taken by the agent in response
to the state of the environment. At each time step, the agent observes the current state, chooses an
action based on its policy, performs the action, and then receives feedback from the environment
in the form of a reward and a new state. This sequence of observe-act-receive feedback is repeated
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until the agent achieves its goal.

A reinforcement learning system involves several components

Agent. This is the learner or decision-maker in reinforcement learning. In the context of
LLMs, it can be seen as the LLM itself.

Environment. This includes everything external to the agent with which the agent interacts.
But the environment in LLMs is less about a physical or virtual space and more about the
framework within which the agent (e.g., an LLM) receives feedback and learns.

State (s). A state represents the current situation of the environment. Given a sequence of
tokens for language modeling, a state at a time step can be viewed as the tokens we observed
so far, that is, the context tokens we take to predict the next token. For example, we can
define (x,y¢) as the state when predicting the next token at the time step ¢.

Action (a). Actions represent possible decisions the agent can make. We can see them as
possible predicted tokens in the vocabulary.

Reward (R). The reward is the feedback from the environment that evaluates the success
of an action. For example, (s, a,s’) denotes the reward the agent receives for taking the
action a at the state s and moving to the next state s’. If the state-action sequence is given,
we can denote the reward at the time step ¢ as r; = 7(s¢, a, S¢11). Also note that if the
decision-making process is deterministic, we can omit S¢y1 because it is can be determined
by s; and a;. In such cases, we can use 7 (s, a;) as shorthand for 7 (s, a;, s¢41).

Policy (). For an LLM, a policy is defined as the probability distribution over the tokens
that the LLM predicts, given the preceding context tokens. Formally, this can be expressed
as

m(als) = Pr(y:x,y<t) (4.14)

where a corresponds to the token g, and s corresponds to the context (x,y~;). Figure 4.7
illustrates how an LLM can be treated as a policy in the reinforcement learning framework.

Value Function (V' and Q). A state-value function (or value function, for short) assesses
the expected discounted return (i.e., accumulated rewards) for an agent starting from a par-
ticular state s and following a specific policy . It is defined as:

Vis) = E[r(so’ao’sl)+'Y7“(317a1732)+727“(327a2783)+"' | s0 :va}
= E{TO""YTl + Py 4 |80=S,7T]

D
- E[Zytrt | sozs,w} (4.15)
t=0

where v € [0, 1] is the discount factor that adjusts the importance of future rewards, sp = s
indicates that the agent starts with the state s, and the expectation E is performed over all
possible trajectories (i.e., state-action sequences). Similarly, an action-value function (or
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Fig. 4.7: LLM as policy in reinforcement learning. At each step ¢, the LLM predicts a token y; given the model
input x and the previously-generated tokens y«:. This process can be framed as a reinforcement learning problem,
where y; serves as the action, (x,y<:) as the state, and the predicted distribution Pr(y:|x,y<¢) as the policy. Once
y¢ is predicted, the LLM inputs both (x,y<+) and y: to the reward model, which evaluates how effectively the chosen
token contributes to achieving the desired textual outcome. This evaluation generates reward scores which are used to
compute the value functions V'(s;) and Q(s¢, a¢). These functions then provide feedback to the LLM and guide the
policy training.

Q-value function) measures the expected return starting from a state s taking an action a
and thereafter following a policy , given by

Q(s,a) = E[Z’ytrt | so =s,a0 = CL,?T} (4.16)
t=0

where ap = a indicates that the action taken at the initial state is a.

The goal of reinforcement learning is to learn a policy that maximizes the cumulative re-
ward (or return) the agent receives over the long run. Given a state-action sequence 7 =
{(s1,a1), ..., (s7,ar)}', the cumulative reward over this sequence can be written as

T
R(r) = > n (4.17)
t=1

The expectation of this cumulative reward over a space of state-action sequences is given in
the form

J0) = E_|RG)|m]

= Y Pro(1)R(7)

T7€D

T
= Z Pry(7) Zrt (4.18)
t=1

T7€D

'We assume the state-action sequence begins with s; and ay, rather than so and ao, to align with the notation
commonly used in this chapter, where the prediction y typically starts from y;. Of course, it is also common to denote
a state-action sequence as {(so, ao), ..., (sT,ar)} or {(so0,a0), ..., (ST—1, ar—1)} in the literature. But this variation
in notation does not affect the discussion of the models presented here.
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where 7 ~ D indicates that 7 is drawn from the state-action sequence space D, and the subscript
6 indicates the parameters of the policy. J(0) is also called the performance function.

Then the training objective is to maximize J(6):

0 = argmax.J(0) (4.19)
0

Now, we have a simple reinforcement learning approach: 1) we sample a number of state-
action sequences; then, 2) we evaluate each sequence using the performance function; then, 3) we
update the model to maximize this performance function. If we take Eq. (4.18) and use gradient
descent to optimize the policy, this approach would constitutes a form of policy gradient methods
[Williams, 1992].

Note that in many NLP problems, such as machine translation, rewards are typically sparse.
For instance, a reward is only received at the end of a complete sentence. This means that r; = 0
for all ¢ < T, and r; is non-zero only when ¢t = T. Ideally, one might prefer feedback to
be immediate and frequent (dense), and thus the training of the policy can be easier and more
efficient. While several methods have been proposed to address sparse rewards, such as reward
shaping, we will continue in our discussion to assume a sparse reward setup, where the reward is
available only upon completing the prediction.

The model described in Eqs. (4.17-4.19) establishes a basic form of reinforcement learning,
and many variants and improvements of this model have been developed. Before showing those
more sophisticated models, let us take a moment to interpret the objective function .J(6) from the
perspective of policy gradient. In gradient descent, we need to compute the gradient of .J(#) with
respect to 6:

dJ(0) 03 ep Pro(T)R(7)
06 00

= Z LP;Z(T) R(7)

OPry(r) /00
— Zprg(T)P@T(T)R(T)

T€D

= > Prg(f)ak’%;“’m}z(f) (4.20)

T€D

In some cases, we will assume that every sequence in D is equally probable (i.e., Pry(7) =

1/|D)). In this case we can simplify Eq. (4.20) and need only consider the terms alo%@r"(ﬂ and
R(7):

oJ dlo Pr

—a( = = Z g o) iy 4.21)

TE'D

One advantage of this result is that R(7) does not need to be differentiable, which means that we
can use any type of reward function in reinforcement learning.

By treating the generation of the sequence 7 as a Markov decision process, we can further
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derive %;9(7), and obtain:
0log Pry(T) 0 L
GO INT) 2 og [ molarlse) Pr(sesalse, ar)
00 00 bl
0 & 0 &
= — Z log mg(at|st) +—== Z log Pr(s¢41]s¢, at) (4.22)
90 =1 90 t=1 .
policy dynamics

where the gradient is decomposed into two parts: the policy gradient and the dynamics gradient.
The policy component, log my(a;|s;), determines the log-probability of taking action a; given
state s;, and it is parameterized by 6. The dynamics component, log Pr(s;41]|s¢, at), represents
the log-probability of transitioning to state s;y; from state s; after taking action a;. In typical
reinforcement learning settings, the dynamics are not directly influenced by the policy parameters
0, and thus, their derivatives are often zero. In this case, therefore, Eq. (4.22) can be simplified to:

dlogPrg(r) 0 —
50 = 5 ; log g (ay|s¢) (4.23)

In other words, we only concentrate on optimizing the policy without concerning ourselves with
the underlying dynamics.

Substituting Eq. (4.23) into Eq. (4.21), and expanding R(7), we then obtain

M=

dJ(0) 1 0 1 &
T DIFT O LICTOPILY (4.24)

T€D t=1

While this policy gradient approach is straightforward, it suffers from the problem that the
variance of the estimated gradients can be very high, making the learning process noisy and inef-
ficient. One reason for this high variance problem is that rewards can vary greatly across different
steps or scenarios. Imagine that in a sequence of action decisions, the reward model tends to assign
small rewards to good actions (e.g., Ry = 2) and large penalties to poor actions (e.g., 2y = —50).
Such varying reward scales for good and poor actions can result in a very low total reward for the
entire sequence, even if it includes good actions.

One simple method for reducing the variance of the gradient is to set a baseline b and subtract
it from Y, 74, resulting in 3 %, ; — b.> Here, the baseline can be interpreted as a reference
point. By centering the rewards around this baseline, we remove systematic biases in the reward
signal, making the updates more stable and less sensitive to extreme fluctuations in individual
rewards.

?In fact, the use of a baseline b does not change the variance of the total rewards Zthl r¢. However, it is important
to note that while introducing a baseline does not alter the overall variance of the rewards, it helps reduce the variance
of the gradient estimates. This is because subtracting the baseline from the total rewards effectively reduces fluctuations
around their mean, which makes the gradient estimates more stable. In general, the operation ZtTil r+ — b centers the

rewards around zero (e.g., b is defined as the expected value of Zthl r¢), which can lead to reduced variance in the
product 23:1 log 7r9(at|st)(ZtT:1 Ty — b).
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This policy gradient model with a baseline can be given by

aJ(o 4
8—((9) = \D\Z&Q(Zbgm at|st)(2::rt—b)

T€ED t=1

N \D\ Z ae[zlog” arls) (Yo~ b))
- ‘D‘ 3 80[21()% arls:) (Z k+k§ijtrk—b)} (4.25)

T7€D k=1

t“-??‘
JLIT

Here we write Y.7_, 7, as the sum of two terms Sl i and S, r). to distinguish between the
rewards accrued before and after the action at time step ¢. Note that in Markov decision processes,
the future is independent of the past given the present. Therefore, the action taken at time step ¢
cannot influence the rewards received before ¢, or in other words, the rewards prior to ¢ are already
“fixed” by the time the action at ¢ is chosen. The term Zi;ll r1 does not contribute to the gradient
and can be omitted, leading to a simplified version of Eq. (4.25)

8.J(6)

o6 \p\ 2 ag[zlogﬂe arlst) (Zm—b)} (4.26)

Also note that removing Y7_, . can further reduce the variance of the gradient.

There are many ways to define the baseline b. Here we consider the value function of the state
s, that is, the estimated value of being in state s;: V(s;) = E(ry + r441 + -+ + r7). Hence we
have

T
A(st,ap) = ZTk;—b
k=t

T
= > 1 —V(st) (4.27)

where Z;{:t 7} represents the actual return received, and V'(s;) represents the expected return.
A(st, at) (or Ay for short) is called the advantage at time step ¢, which quantifies the relative
benefit of the action a; compared to the expected value of following the policy from the state s;
onward.

By using the advantage function A(s;, a;), the gradient of .J(#) can be written in the form

aJ(0
s \D\Zae(Zlom wlse) (s, @29

T€D

This optimization objective corresponds to the advantage actor-critic (A2C) method in re-
inforcement learning [Mnih et al., 2016]. In this method, the actor aims at learning a policy. It
updates the policy parameters using Eq. (4.28) to help focus more on actions that are likely to
improve performance. The critic, on the other hand, updates its estimation of the value function,
which is used to calculate the advantage function A(s;,a;), thus serving as the evaluator of the
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policy being learned by the actor.

In the A2C method, A(sq, a;) is typically expressed as the difference of the action-value func-
tion Q(s¢, a;) and the state-value function V' (s;)

A(St, at) == Q(St, CLt) - V(St) (429)

At first glance, this model may seem challenging to develop because it requires two separate sub-
models to calculate (s, a;) and V' (s;) respectively. Fortunately, considering that (Q(s¢, a;) can
be defined as the return 7, + V' (s441), we can rewrite Eq. (4.29) as

A(St, at) = 71+ V(St+1) — V(St) (430)

or alternatively, introduce the discount factor  to obtain a more general form

A(St, at) = 71+ ’)’V(St+1) — V(St) (431)

A(styar) = e + YV (se1) — V(sy) is also called the temporal difference (TD) error. What
we need is to train a critic network for the value function V'(s;), and then use it to compute the
advantage function®.

Up to this point, we have spent considerable space discussing the basics of reinforcement
learning, especially on how to derive the optimization objective for the A2C method. However,
reinforcement learning is a vast field, and many technical details cannot be covered here. The in-
terested reader can refer to reinforcement learning books for more details [Sutton and Barto, 2018;
Szepesvdri, 2010]. Nevertheless, we now have the necessary knowledge to further discuss RLHF.
In the subsequent subsections, we will return to the discussion on LLM alignment, demonstrating
how to use the A2C method for aligning with human preferences.

4.3.2 Training Reward Models

We have shown that reward models play a very important role in the general reinforcement learn-
ing framework and form the basis for computing value functions. We now consider the problem
of training these reward models.

In RLHF, a reward model is a neural network that maps a pair of input and output token
sequences to a scalar. Given an input x and an output y, the reward can be expressed as

r = Reward(x,y) (4.33)

where Reward(-) is the reward model. r can be interpreted as a measure of how well the output y
aligns with the desired behavior given the input x. As discussed in the previous subsection, both x

3The training loss for the value network (or critic network) in A2C is generally formulated as the mean squared
error between the computed return 7, + vV (s¢+1) and the predicted state value V' (s¢). Suppose that the value network
is parameterized by w. The loss function is given by

Lo(w) = % D7 (re+Walsirn) = Vislse) (4.32)

where M is the number of training samples, for example, for a sequence of 1" tokens, we can set M =T
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Fig. 4.8: Architecture of the reward model based on Transformer. The main component of this model is still an LLM.
We use the Transformer decoder as the sequence representation model. We extract the representation of the last position
of the decoder as the representation of the entire sequence [x, y]. We then map this representation to a scalar through a
linear transformation, which serves as the reward score for [x, y].

and y are assumed to complete texts. This means that the reward model evaluates the relationship
between inputs and outputs that provide full semantic content. For example, when applying the
reward model, it assigns a value of O (or another predetermined value) at each position ¢ in the
output sequence y = ¥;...y,. Only at the final position, when ¢ = n, does the reward model
generate the actual reward score. To keep the notation uncluttered, we will use r(x,y) to denote
the reward model Reward(x,y) from here on.

There are many ways to implement the reward model. One simple approach is to build the
reward model based on a pre-trained LLM. More specifically, we can concatenate x and y to form
a single token sequence seqy , = [x,y]. We run a pre-trained LLM on this sequence, as usual,
and at each position, we obtain a representation from the top-most Transformer layer. Then, we
take the representation at the last position (denoted by hj,s) and map it to a scalar via linear
transformation:

T(X7Y) = hlastwr (434)

where hy,g is a d-dimensional vector, and Wr is a d X 1 linear mapping matrix. This architecture
of the reward model is illustrated in Figure 4.8.

To train the reward model, the first step is to collect human feedback on a set of generated
outputs. Given an input x, we use the LLM to produce multiple candidate outputs {y1,...,yn}-
Human feedback can be obtained in several ways:

* Pairwise Comparison (Pairwise Ranking). Given two different outputs, human experts
select which one is better.

* Rating. Human experts provide a score or rating to each output. This score is often a
continuous or discrete numerical value, such as a score on a scale (e.g., 1-5 stars, or 1-10
points). In some cases, the rating might be binary, indicating a “yes/no” or “positive/nega-
tive” preference.
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* Listwise Ranking. Human experts are asked to rank or order the given set of possible
outputs.

Here we consider pairwise comparison feedback as it is one of the simplest and most com-
mon forms of human feedback used in RLHF. In this setting, each time, two outputs (y,,ys) are
randonly drawn from the candidate pool {y1,...,yn~}. Human experts are then presented with
these pairs and asked to decide which output they prefer based on specific criteria, such as clarity,
relevance, and accuracy. The human feedback can be encoded as a binary label, y, > y; for a
preference for y,, and y; > y, for a preference for yy,.

One simple and widely used model for describing such pairwise comparisons is the Bradley-
Terry model [Bradley and Terry, 1952]. It is a probabilistic model that estimates the probability
that one item is preferred over another. Adapting this model to the notation used here, we can
write the probability that y,, is preferred over y; in the form

e"‘(X,ya)

Pr(YQ -~ Yb’X) er(%,¥a) + er(x,ys)

er(X,¥a) =7 (x,yp)

er(®ya)—rxys) + 1
= Sigmoid(r(x,ya) — 7(X,¥5)) (4.35)

When training the reward model, we want to maximize this preference probability. A loss
function based on the Bradley-Terry model is given by

Er(¢) = _E(x,ya,yb)NDr [10g Pr¢(Ya - Yb|X)} (436)

where (X,¥q,¥s) is drawn from a human-annotated dataset D, consisting of preference pairs of
outputs and their corresponding inputs. ¢ represents the parameters of the reward model, which
includes both the parameters of the Transformer decoder and the linear mapping matrix W,.. In
practice, assuming (X, y,,¥s) is uniformly sampled from D,., we can replace the expectation with
a summation

1
L(¢) = — > logPry(ya > yulx) (4.37)

x| (X,¥a,y5)EDr

The goal of training the reward model is to find the optimal parameters qg that minimize this
loss function, given by

¢ = argminL.() (4.38)
¢

Since the reward model itself is also an LLM, we can directly reuse the Transformer training
procedure to optimize the reward model. The difference from training a standard LLM is that we
only need to replace the cross-entropy loss with the pairwise comparison loss as described in Eq.
(4.37). After the training of the reward model, we can apply the trained reward model r ¢>() to
supervise the target LLM for alignment.

It is worth noting that although we train the reward model to perform pairwise ranking, we
apply it to score each input-output pair independently during the alignment process. The pairwise
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ranking objective ensures that the reward model is sensitive to subtle differences between outputs,
but we rely on the continuous scores produced by the reward model to guide the optimization of
the LLM. An advantage of this approach is that we can choose from or combine various ranking
loss functions, and still apply the resulting reward models in the same way as we have done in this
subsection. This consistency ensures a unified framework for aligning the LLM, regardless of the
specific ranking loss used during reward model training.

4.3.3 Training LLMs

Having obtained the reward model, we then train the policy (i.e., the LLM) via the A2C method.
Recall from Section 4.3.1 that a state-action sequence or trajectory 7 can be evaluated by the utility
function

T

U(r;0) = Zlog mo(ai|s)A(st, ar) (4.39)
t=1

where A(s, a;) is the advantage of taking the action a; given the state s;. An estimate of A(s;, a;)
is defined as the TD error r; + YV (s¢41) — V (s¢), where the value function V'(s;) is trained with
the reward model.

Given this utility function, the A2C-based loss function can be written in the form
L) = —E,.p[U(1;0)]

T

= —ETND[Z log mo(ar|st) A(se, ar)] (4.40)
t=1

where D is a space of state-action sequences. As usual, the goal of training the policy is to
minimize this loss function

0 = argminL(0) (4.41)
[%

If we map the problem back to the language modeling problem and adopt the notation from
LLMs, the loss function can be written as:

/:,((9) = _E(x,y)ND [U(X, Y; 0)} (4.42)

where

T
Ux,y;0) = > logmo(yelx,y<t) A%, y<t,yt) (4.43)
t=1
Here mg(y:|x,y<t) = Pro(y¢|x,y<¢) is the LLM parameterized by 6.

In general, we do not have a human annotated input-output dataset D in RLHF, but a dataset
containing inputs only. The outputs, in this case, are typically the predictions made by the LLM.
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The loss function is then defined as

LO) = ~ExupEyory(x[U(x,y:0)] (4.44)

where D denotes the input-only dataset, and y ~ my(-|x) denotes that the output y is sampled by
the policy 7y (+|x).

The above formulation provides a basic form of the A2C method for LLMs. Improved versions
of this model are more commonly used in RLHF. In the following discussion, we will still use
the reinforcement learning notation to simplify the presentation and will get back the language
modeling notation later.

One common improvement of policy gradient methods is to use importance sampling to
refine the estimation of U (7;6). This can be written as

T
Ulr;0) = 3 00 @lst) 45, an) (4.45)

t=1 7T ref at|8t)

mo(at]st)
LI CAED
rameters of the previous policy (such as an initial model from which we start the training). So
%, also called the ratio function, can be interpreted as the log-probability ratio between
ref
the current policy mg and the previous policy 7y, . (call it the reference policy). By using the
ratio function we reweight the observed rewards based on the likelihood of the actions under the

current policy versus the reference policy. When % > 1, the action a; is more favored by
ref

Here we replace the log-probability log 7y (a¢|s;) with the ratio et denotes the pa-

7o (at|st)
7o, ¢ (at|st)

the current policy compared to the reference policy. By contrast, when < 1, the action

ref

a is less favored by the current policy*.

*Consider a more general case where we wish to evaluate the policy using its expected reward (also see Eq. (4.18))
JO) = Ern, [R(T)] (4.46)

Here 7 ~ 79 means that the sequence T is generated by the policy mg. Alternatively, we can write J(6) in another form

PI‘Q( ) i|
0) = Erex — 4.47
J(0) | Bro Gy ) (4.47)
It is not difficult to find that the right-hand sides of these equations are essentially the same since
By [P R = 5, Po ()2 () = 2, Profr)R(r) = Erer, [R(7)]

Note that thls equivalence holds only when the expectatlon is performed over the entire sequence space. In practice,
however, we often only sample a relatively small number of sequences using a policy in policy learning. As a result,
the sampling method itself matters. Eq. (4.47) offers an interesting manner to separate the sampling and reward
computation processes: we first use a baseline policy (with 6.cf) to sample a number of sequences, and then use the
target policy (with ) to compute the expected reward. In this way, we separate the policy used for collecting the data,
and the policy used for computing the gradient. This approach avoids the need to directly sample from the policy we are
evaluating, which can be beneficial in cases where generating sequences from the target policy is expensive or difficult.

Pry(r
Prgi(f (3’)

In reinforcement learning, ET“’Wref [ R(T)i| is often called a surrogate objective.

Eq. (4.47) can also be interpreted from a policy gradient perspective. For E-r, . [ Pro(r) R(T )} , the gradient at

Prg . (7)

0 = O.cf is given by

kel Pro(7) } ‘ _ {3Pre(T)|e=eref }
59E7Nﬁeref[Pr9ref(T)R(T) 0=0,s Bt 06 R(r) (448)

The right-hand side is a standard form used in policy gradient methods, meaning that we compute the direction of
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A problem with the model presented in Eq. (4.47) (as well as in Eq. (4.39)) is that the
variance in the gradient estimates is often high, making the learning process unstable. To mitigate
this issue, techniques such as clipping are often employed to bound the importance weights and
prevent large updates. A clipped version of the utility function (also called the clipped surrogate
objective function) is given by

_( Tolay]st)
din(T:0) = E lip( ————— ) A(sy, 4.4
U l p(T ) t=1 C lp ﬂ-gref(a’t"gt)) (St at) ( 9)

Chp(mlsﬂ)) i (2 g Ty ) so)

7TGref (a’t | St 7T0ref (a’t | St) 7TGref (a’t |St)

o (at|st)

Here the function bound (- w1 —6l+ €) constrains the ratio function to the range [1 —
ref

€,1+¢.

A further improvement to the above model is to consider trust regions in optimization [Schulman et al.,

2015]. In reinforcement learning, a large update to the policy can lead to instability, where the
agent may start performing worse after an update. A reasonable idea is to optimize the model in
the trust region, which refers to a region around the current parameter estimate where the model
is well-behaved. One approach to incorporating trust regions is to impose a constraint on the size
of the policy update, ensuring that the current policy does not deviate too significantly from the
reference policy. This can be achieved by adding a penalty based on some form of divergence
between the current and reference policies to the objective function. A simple form of such a
penalty is given by the difference in the log-probability of the sequence 7 under the current policy
versus the reference policy:

Panalty = logmg(r) — logmy,.,(7) 4.51)

In practice, this penalty can be approximated by considering only the policy probabilities and
ignoring the dynamics. This gives

T T
Penalty = Z log mp(at|st) — Z log 7y, (at|st) (4.52)
t=1 t=1

By including this penalty in the optimization objective, we encourage the current policy to remain
close to the reference policy, limiting very large updates that could destabilize learning.

We can incorporate this penalty into the clipped surrogate objective function, and obtain

Uppo-clip(756) = ULip(7;6) — fPenalty (4.53)

where [ is the weight of the penalty. This training method is called proximal policy optimization
(PPO), which is one of the most popular reinforcement learning methods used in LLMs and many
other fields [Schulman et al., 2017].

Now we can write the objective of training LLMs in the form of PPO.

the parameter update at the point § = 6...¢ on the optimization surface.
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U(Xv Yy 0) = Uppo—clip (X, Y 0) - /BPenalty (454)
where
U lip(x,y;0) = zT:Clip( mo(yix, y<1) )A(X Y<t,Yt) (4.55)
= i 7 ) - .. N 7 t’ t .
PP =1 Ty (V2% Y <t) -
Penalty = logPry(y|x) —logPry,,(y|x)

T T
= ) logPro(yilx,y<i) — >_log Prg, . (y:[x, y<t) (4.56)
t=1 t=1

Although the notation here appears a bit tedious, the idea of PPO is simple: we develop an
objective by combining the clipped likelihood ratio of the target and reference policies with an
advantage function, and then impose a penalty that ensures policy updates are not too large. The
PPO-based RLHEF is illustrated in Figure 4.9.

To summarize, implementing RLHF requires building four models, all based on the Trans-
former decoder architecture.

* Reward Model (74(-) where ¢ denotes the parameters). The reward model learns from
human preference data to predict the reward for each pair of input and output token se-
quences. It is a Transformer decoder followed by a linear layer that maps a sequence (the
concatenation of the input and output) to a real-valued reward score.

* Value Model or Value Function (V,,(-) where w denotes the parameters). The value func-
tion receives reward scores from the reward model and is trained to predict the expected
sum of rewards that can be obtained starting from a state. It is generally based on the same
architecture as the reward model.

* Reference Model (7, (-) = Prg,_,(-) where 6, denotes the parameters). The reference
model is the baseline LLM that serves as a starting point for policy training. In RLHE, it
represents the previous version of the model or a model trained without human feedback. It
is used to perform sampling over the space of outputs and contribute to the loss computation
for policy training.

* Target Model or Policy (7y(-) = Pry(-) where 6 denotes the parameters). This policy
governs how the LLM decides the most appropriate next token given its context. It is trained
under the supervision of both the reward model and the value model.

In practice, these models need to be trained in a certain order. First, we need to initialize them
using some other models. For example, the reward model and the value model can be initialized
with a pre-trained LLM, while the reference model and the target model can be initialized with a
model that has been instruction fine-tuned. Note that, at this point, the reference model is ready for
use and will not be further updated. Second, we need to collect human preference data and train the
reward model on this data. Third, both the value model and the policy are trained simultaneously
using the reward model. At each position in an output token sequence, we update the value model
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Fig. 4.9: Illustration of RLHF. The first step is to collect human preference data and train the reward model using this
data. Once the reward model is optimized, along with the reference model, we proceed to train both the policy and
the value function. At each prediction step, we compute the sum of the PPO-based loss and update the parameters of
the policy. This requires access to the reward model, the reference model, and the value function at hand. At the same
time, we update the parameters of the value function by minimizing the MSE loss.

by minimizing the MSE error of value predition, and the policy is updated by minimizing the PPO
loss.
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4.4 Improved Human Preference Alignment

In the previous section, we reviewed the basic concepts of reinforcement learning and the general
framework of RLHEF. In this section, we will discuss some refinements of RLHF and alternative
methods to achieve human preference alignment.

4.4.1 Better Reward Modeling

In Section 4.3.2, we highlighted the task of learning from human preferences as well as the use
of pairwise ranking loss for training reward models. Here we consider more methods for reward
modeling. Our discussion will be relatively general, and since the reward model is widely used in
many reinforcement learning problems, it will be easy for us to apply the methods discussed here
to RLHF and related applications.

4.4.1.1 Supervision Signals

The training of reward models can broadly be seen as a ranking problem, where the model learns
to assign scores to outputs so that their order reflects the preferences indicated by humans. There
are several methods to train a reward model from the perspective of ranking.

One approach is to extend pairwise ranking to listwise ranking. For each sample in a dataset,
we can use the LLM to generate multiple outputs, and ask human experts to order these outputs.
For example, given a set of four outputs {y1,y2,ys,y4}, one possible order of them can be
Y2 > V3 > y1 > Y4. A very simple method to model the ordering of the list is to accumulate the
pairwise comparison loss. For example, we can define the listwise loss by accumulating the loss
over all pairs of outputs:

Lise = ~Egey)~p, [m y egbeylog Prive = yb|X)} &0
ya;’é)’b

where Y is a list of outputs, and NV is the number of outputs in the list. Pr(y, > ys|x) can be
defined using the Bradley-Terry model, that is, Pr(y, > ys|x) = Sigmoid(r(x,ya) — r(X,¥s))-
Here we omit the ¢ superscript on the Pr(-) to keep the notation uncluttered.

An extension to the Bradley-Terry model for listwise ranking could involve a ranking mecha-
nism that takes into account the entire list of outputs rather than just pairwise comparisons. One
such model is the Plackett-Luce model, which generalizes the Bradley-Terry model to handle
multiple items in a ranking [Plackett, 1975]. In the Plackett-Luce model, for each item in a list,
we define a “worth” for this item that reflects its relative strength of being chosen over other items.
For the reward modeling problem here, the worth of y in the list Y can be defined as

aly) = exp(r(x,y)) (4.58)
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Then the probability of selecting y from Y is given by

a(y)
Syey aly)
exp(r(x,y))
yrey exp(r(x,y’))

Pr(y is selected|x,Y) =

(4.59)

Suppose Y is an ordered list Yjii = ¥j» = -+ > ¥jn- The overall log-probability of this
ordered list can be defined as the sum of the conditional log-probabilities at each stage of selection,
given by

log Pr(f/|x) = logPr(y;, > ¥jo = -+ = Yjn|%X)
= 10g Pr(le |Xa {le yYizr - Yin }) +
log Pr(yjé ’Xv {yj27 sy yjN}) +
o

log Pr(yjN |X’ {YJN })
N

= Y logPr(yj, |x, Y>r) (4.60)
k=1

where Y> & represents the subset of the list of outputs that remain unselected at the k-th stage, i.e.,
Vsr = {¥j., - ¥jx}- Given the log-probability log Pr(Y[x), we can define the loss function
based on the Plackett-Luce model by

Ly = —E,y.p, [log Pr(fﬂx)} (4.61)

There are also many other pairwise and listwise methods for modeling rankings, such as
RankNet [Burges et al., 2005] and ListNet [Cao et al., 2007]. All these methods can be cate-
gorized into a large family of learning-to-rank approaches, and most of them are applicable to the
problem of modeling human preferences. However, discussing these methods is beyond the scope
of this chapter. Interested readers can refer to books on this topic for more details [Liu, 2009; Li,
2011].

In addition to pairwise and listwise ranking, using pointwise methods to train reward models
offers an alternative way to capture human preferences. Unlike methods that focus on the relative
rankings between different outputs, pointwise methods treat each output independently. For ex-
ample, human experts might assign a score to an individual output, such as a rating on a five-point
scale. The objective is to adjust the reward model so that its outputs align with these scores. A
simple way to achieve pointwise training is through regression techniques where the reward of
each output is treated as a target variable. Let ¢(x,y) be the score assigned to y given x by
humans. Pointwise reward models can be trained by minimizing a loss function, often based on
mean squared error or other regression losses, between the predicted reward r(x, y) and the actual
human feedback ¢(x,y). For example, the loss function could be

Lpoims = —Elp(x,y) —r(x,y)]’ (4.62)

While pointwise methods are conceptually simpler and can directly guide the reward model to
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predict scores, they might not always be the best choice in RLHF. A problem is that these methods
may struggle with high variance in human feedback, especially when different experts provide
inconsistent scores for similar outputs. Because they focus on fitting to absolute scores rather than
relative differences, inconsistencies in scoring can lead to poor model performance. Moreover,
fitting to specific scored outputs might discourage generalization, particularly given that training
data is often very limited in RLHF. In contrast, methods that consider relative preferences can
promote the learning of more generalized patterns of success and failure. Nevertheless, there are
scenarios where pointwise methods might still be suitable. For example, in tasks where training
data is abundant and the costs of obtaining accurate, consistent annotations are low, pointwise
methods can prove effective.

In fact, to make the supervision signal for training the reward model more robust, we can also
introduce additional regularization terms into training. For example, if we consider the first term
Uppo-clip(X,y; 0) in Eq. (4.54) as a type of generalized reward, then the second term (i.e., the
penalty term) can be viewed as a form of regularization for the reward model, except that here the
goal is to train the policy rather than the reward model. Another example is that Eisenstein et al.
[2023] develop a regularization term based on the squared sum of rewards, and add it to the
pairwise comparison loss in RLHF:

2
Lreg = Lpair+ (—E(&ya,yb),vpr [r(x,¥a) +r(x,¥0)]")
= _E(Xay(z,Yb)NDr [log Prd)(ya > Yb‘X)]
~Exyayn)nn, 1% Ya) +7(x,¥3)] (4.63)

Optimizing with this regularization term can help mitigate the underdetermination of reward mod-

els’.

4.4.1.2 Sparse Rewards vs. Dense Rewards

As discussed in Section 4.3, the rewards in RLHF are very sparse: they are observed only at the
end of sequences, rather than continuously throughout the generation process. Dealing with sparse
rewards has long been a concern in reinforcement learning, and has been one of the challenges in
many practical applications. For example, in robotics, it often needs to shape the reward function
to ease optimization rather than relying solely on end-of-sequence rewards. Various methods
have been developed to address this issue. One common approach is reward shaping, where the
original function is modified to include intermediate rewards, thereby providing more immediate
feedback. Also, one can adopt curriculum learning to sequentially structure tasks in a way that the
complexity gradually increases. This can help models to master simpler tasks first, which prepares
them for more complex challenges as their skills develop. There are many such methods that can
mitigate the impact of sparse rewards, such as Monte Carlo methods and intrinsic motivation. Most
of these methods are general and the discussion of them can be found in the broader literature on
reinforcement learning, such as Sutton and Barto [2018]’s book.

Although we do not discuss methods for mitigating sparse rewards in detail here, an interesting
question arises: why are sparse rewards so successful in RLHF? Recall from Section 4.3.1 that
the supervision signal received at each time step ¢ is not the reward for the current action, but

A model is called underdetermined if there are multiple alternative sets of parameters that can achieve the same
objective.
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rather some form of the accumulated rewards from ¢ until the last time step. Such supervision
signals are dense over the sequence, because the reward obtained at the end of the sequence can
be transferred back to that time step, regardless of which time step it is. In other words, the sparse
rewards are transformed into the dense supervision signals. Furthermore, from the perspective of
reward shaping, Ng et al. [1999] show that the reward at ¢ can be defined as

' (styat, se1) = 1(St, a8, St41) + (e, ar,y Se41) (4.64)

where 7/(-) is the transformed reward function, r(-) is the original reward function, and f(-) is
the shaping reward function. To ensure the optimality of the policy under the transformed reward
function, the shaping reward function can be given in the form

f(St,at,St+1) = ’y@(st+1)—(1>(st) (465)

where ®(s) is called the potential value of the state s. If we define ®(s) as the common value
function as in Eq. (4.15) and substitute Eq. (4.65) into Eq. (4.64), we obtain

TI(St, ag, St+1) = ’I"(St, ag, St—l—l) + ")/V(St+1) — V(St) (466)

It is interesting to see that this function is exactly the same as the advantage function used in PPO.
This relates advantage-based methods to reward shaping: the advantage is essentially a shaped
reward.

On the other hand, one of the reasons for adopting end-of-sequence rewards lies in the nature
of the RLHF tasks. Unlike traditional reinforcement learning environments where the agent in-
teracts with a dynamic environment, RLHF tasks often involve complex decision-making based
on linguistic or other high-level cognitive processes. These processes do not lend themselves eas-
ily to frequent and meaningful intermediate rewards because the quality and appropriateness of
the actions can only be fully evaluated after observing their impact in the larger context of the
entire sequence or task. In this case, the reward signals based on human feedback, though very
sparse, are typically very informative and accurate. Consequently, this sparsity, together with the
high informativeness and accuracy of the human feedback, can make the learning both robust and
efficient.

4.4.1.3 Fine-grained Rewards

For many applications, our objective will be more complex than merely evaluating an entire text.
For example, in sentiment analysis, we often do not just determine the sentiment of a text, but need
to analyze the sentiment in more detail by associating it with specific aspects of a topic discussed
in the text. Consider the sentence "The camera of the phone is excellent, but the battery life is
disappointing." In this example, we would need to separately analyze the sentiments expressed
about the camera and the battery. Such analysis, known as aspect-based sentiment analysis, helps
provide a finer-grained understanding of the customer review compared to general sentiment anal-
ysis.

For the problem of reward modeling, we often need to model different parts of a sequence as
well. A simple and straightforward way to do this is to divide a sequence into different segments
and then compute the reward for each segment [Wu et al., 2023]. Suppose that an output token
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sequence y can be divided into ns segments {y1,...,¥n,} by some criterion. We can use the
reward model to evaluate each of these segments. By taking x, y and y;. as input to the reward
model, the reward score for the k-th segment is given by

o= r(x,y,¥) (4.67)

Then the reward score for the entire output sequence is given by

s

r(xy) = Y. r(xy, ¥y (4.68)
k=1

Here r(x,y) can be used to train the policy as usual.

A problem with this model is that training reward models at the segment level is not as straight-
forward as learning from human preferences on entire texts, as it is difficult to obtain segment-level
human preference data. For rating-like problems (e.g., we rate a segment according to its level
of misinformation), one simple approach is to assign a rating score to each segment and train the
reward model using pointwise methods. For example, we can use a strong LLM to rate the se-
quences y1...¥x—1 and y1...yx, and obtain the scores s(y1...yx—1) and s(y1...yx). We can then
define the score of the segment ¥, as the difference between s(y;...yx) and s(¥1...¥x—1)

s(yr) = s(yi1--Yr) — s(¥1---Yr-1) (4.69)

Using these segment-level scores, we can train the reward model with a regression loss func-
tion

Lrating = —Eg, [s(¥x) —r(xy,5%)] (4.70)

Sometimes, alignment can be treated as a classification problem, for example, we assess
whether a segment has ethical issues. In this case, the segment can be labeled as ethical or
unethical, either by humans or using additional classifiers. Given the label of the segment, we
can train the reward model using some classification loss function. For example, suppose that
r(x,y,yr) = 1 if the segment is classified as unethical, and r(x,y,yx) = —1 otherwise®. The
hinge loss of training binary classification models is given by

Ehinge = max((), 1- T(Xa Yy, yk) : f) 4.71)

where 7 € {1, —1} denotes the ground truth label.

The remaining issue here is how to split y into segments. One approach is to define a fixed-
length segmentation, where y is divided into equal-length chunks. However, this may not always
be ideal, as the content of the sequence may not align well with fixed boundaries. An alternative
approach is to segment y based on specific linguistic or semantic cues, such as sentence bound-
aries, topic shifts, or other meaningful structures in the text. Such a segmentation can be achieved
by using linguistic segmentation systems or prompting LLMs to identify natural breaks in the se-
quence. Another approach is to use dynamic segmentation methods based on the complexity of

®To allow the reward model to output categories, we can replace the linear layer described in Section 4.3.2 with a
Softmax layer.
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the sequence. For example, segments could be defined where there is a significant change in the
reward score, which might correspond to shifts in the task being modeled.

4.4.1.4 Combination of Reward Models

A reward model can be viewed as a proxy for the environment. Since the true environment is often
too complex or unknown, developing a perfect proxy for the environment is generally not possible.
As a result, over-aligning LL.Ms with this imperfect proxy might lead to decreased performance,
known as the overoptimization problem [Stiennon et al., 2020; Gao et al., 2023a]’. We can also
explain this through Goodhart’s law, which states: when a measure becomes a target, it ceases to
be a good measure [Goodhart, 1984].

Addressing the overoptimization problem is not easy, and there is no mature solution yet. The
ideal approach might be to develop an oracle reward model that can perfectly capture the true
objectives of the task and prevent the agent from “tricking”. However, creating such a model is
extremely difficult due to the complexity of the real-world environment, as well as the challenge
of defining all the relevant factors that contribute to the desired outcome. Instead, a more practical
approach is to combine multiple reward models, thereby alleviating the misalignment between
the training objective and the true objective that arises from using a single, specific reward model
[Coste et al., 2024].

Given a set of reward models, combining them is straightforward, and in some cases, we can
simply treat this problem as an ensemble learning problem. A simple yet common approach is to
average the outputs of these models to obtain a more precise reward estimation:

K
1
Tcombine = N § Wi 'Tk(X,Y) (4.72)
k=1

where 7(+) is the k-th reward model in the ensemble, wy, is the weight of r(-), and K is the
number of reward models. This combined reward can then be used to supervise the training of
a policy. In fact, there are many ways to combine different models, for example, one can make
predictions using Bayesian model averaging or develop a fusion network to learn to combine the
predictions from different models. Alternatively, one can frame this task as a multi-objective
optimization problem, and use multiple reward models to train the policy simultaneously. These
methods have been intensively discussed in the literature on optimization and machine learning
[Miettinen, 1999; Bishop, 2006].

In addition to model combination methods, another important issue is how to collect or con-
struct multiple different reward models. One of the simplest approaches is to employ ensemble
learning techniques, such as developing diverse reward models from different subsets of a given
dataset or from various data sources. For RLHEF, it is also possible to construct reward models
based on considerations of different aspects of alignment. For example, we can develop a reward
model to evaluate the factual accuracy of the output and another reward model to evaluate the

"This problem is also called reward hacking or reward gaming [Krakovna et al., 2020; Skalse et al., 2022;
Pan et al., 2022], which refers to the phenomenon where the agent attempts to trick the reward model but fails to
align its actions with the true intended objectives of the task. Imagine a student who is assigned homework and is re-
warded with points or praise for completing it. The student might then find ways to finish the homework with minimal
effort to maximize the reward, such as copying and pasting solutions from the internet or previous assignments, rather
than solving the problems themselves.
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Fig. 4.10: Standard RLHF (PPO) vs. DPO. In RLHF, the human preference data is used to train a reward model, which
is then employed in training the policy as well as the value function. In DPO, the use of human preference data is more
direct, and the policy is trained on this data without the need for reward model training.

completeness of the output. These two models are complementary to each other, and can be com-
bined to improve the overall evaluation of the output. Another approach is to employ different
off-the-shelf LLMs as reward models. This approach is simple and practical, as there have been
a lot of well-developed LLMs and we just need to use them with no or little modification. An
interesting issue, though not closely related to the discussion here, arises: can an LLLM that aligns
with other LLMs outperform those LLMs? Probably not at first glance. In part, this is because
the target LLM merely imitates other LL.Ms based on limited supervision and thus cannot capture
well the nuances of the behaviors of these supervisors. However, given the strong generalization
ability of LLMs, this approach can, in fact, be quite beneficial. For example, using open-sourced
or commercial LLMs as reward models has demonstrated strong performance in aligning LLMs,
even achieving state-of-the-art results on several popular tasks [Lambert et al., 2024].

4.4.2 Direct Preference Optimization

Although learning reward models is a standard step in reinforcement learning, it makes the entire
training process much more complex than supervised training. Training a reliable reward model
is itself not an easy task, and a poorly trained reward model can greatly affect the outcome of
policy learning. We now consider an alternative alignment method, called direct preference op-
timization (DPO), which simplifies the training framework by eliminating the need to explicitly
model rewards [Rafailov et al., 2024]. This method directly optimizes the policy based on user
preferences, rather than developing a separate reward model. As a result, we can achieve human
preference alignment in a supervised learning-like fashion. Figure 4.10 shows a comparison of
the standard RLHF method and the DPO method.

Before deriving the DPO objective, let us first review the objective of policy training used in
RLHF. As discussed in Section 4.3.3, the policy is typically trained by optimizing a loss function
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with a penalty term. The DPO method assumes a simple loss function where the quality of the
output y given the input x is evaluated by the reward model (x, y). The training objective is thus
given by

0 = argminEx pByr,(ix) [ —7(X,y) +06 (log m(y|x) — log T, (¥]x))] (4.73)
’ 1 I
0SS penalty

Note that in this optimization problem, only the term 7y (yy|x) depends on the target policy 7y(-).
Both the reward model r(x,y) and the reference model 7, (y|x) are assumed to be fixed given
x and y. This is a strong assumption compared with PPO, but as will be shown later, it simplifies
the problem and crucial for deriving the DPO objective.

Since 0 is the variable we want to optimize, we rearrange the right-hand side of Eq. (4.73) to
isolate 7y (yy|x) as an independent term:

0 = argemin ExnDEyry (1) [Blog mo(y]x) — Blog mg, ; (y|x) — 7(x,¥)]

. 1
= arghin ExnDEyry(-x) [ l0g T (y]x) — (log g, (y]%) + ET(X,Y))}

B

not dependent on 6

. 1
= argmin Ex pEy . |x) [10g To(y|x) —log mg, . (y|x) exp (z7(x,y)) | (4.74)
0 —————

dependent on 6

This equation defines the objective function as the difference between the log-probability dis-
tribution function of y and another function of y. This form of the objective function seems not
“ideal”, as we usually prefer to see the difference between two distributions, so that we can in-
terpret this difference as some kind of divergence between the distributions. A simple idea is
to convert the second term (i.e., log 7y, . (y|x) exp(%r(x, y))) into a log-probability distribution
over the domain of y. If we treat my_, (y|x) exp(%r(x, y)) as an unnormalized probability of y,
we can convert it into a normalized probability by dividing it by a normalization factor:

2(x) = 3 7 (yIx) exp (=

—r(x,y)) (4.75)
" B

Hence we can define a probability distribution by

e x)exp (£r(x,
o O >Z(i)<ﬁ< ¥)) w6
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We then rewrite Eq. (4.74) as

70, (Y1%) exp (57(x,))
Z(x)

0 = argemin Ex DBy, (-|x) [log mo(y|x) — log

— log Z(x)}

= argemin ExnDEy (%) [log mo(y|x) — log 7 (y|x) — log Z(x)}
= argemin EXND |:Ey~7r9(-|x) [ log o (y\x) - 10g * (y’X)}

By [log Z (X)]]

= argmin EXND[KL(WQ("X) || 7 (-]x)) — log Z(x) } 4.77)
0 ——
KL divergence constant wrt.

Since log Z(x) is independent of 6, it does not affect the result of the arg min, operation,
and can be removed from the objective. Now we obtain a new training objective which finds the
optimal policy 7y by minimizing the KL divergence between 7y (-|x) and 7*(-|x)

0 = argminEx.p KL (o () || 7 ()] (4.78)

Clearly, the solution to this optimization problem is given by

mo(ylx) = 7 (ylx)

ex l’l" X
_ weref(YIX)Z(i)(g (x,5)) (4.79)

Given this equation, we can express the reward 7(x,y) using the target model 7y (y|x), the
reference model 7y, (y|x), and the normalization factor Z(x):

r(x,y) = p <log oY) + log Z(X)) (4.80)

7T9ref (y’X)

This is interesting because we initially seek to learn the policy 7y (+) using the reward model
r(x,y), but eventually obtain a representation of the reward model based on the policy. Given the
reward model defined in Eq. (4.80), we can apply it to the Bradley-Terry model to calculate the
preference probability (also see Section 4.3.2):

Pro(y. > yp|x) = Sigmoid(r(x,y.) —7(x,¥3))

= Sigmoid (ﬁ(log % + log Z(x)) —

ﬁ(logm +logZ(x)))

7T0ref (yb |X)

—  Sigmoid (5 log TWalX) g1 M) 4.81)
7TGref (ya |X) 7TGref (Yb |X)
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This formula is elegant because it converts the difference in rewards into the difference in
ratio functions, and we do not need to calculate the value of Z(x). A direct result is that we no
longer need a reward model, but only need the target policy and reference model to calculate the
probability of preferences. Finally, we can train the target policy by minimizing the following
DPO loss function

‘Cdpo(e) = _]E(X,ycu}’b)'\’p'r [10g Pr@()’a - Yb|X)] (4.82)

The form of this loss function is very similar to that used in training reward models in RLHF (see
Eq. (4.36)). But it should be noted that the loss function here depends on the parameters of the
policy (i.e., 6) rather than the parameters of the reward model (i.e., ¢).

The main advantage of DPO lies in its simplicity and efficiency. The DPO objective is very
straightforward — it directly optimizes for preference-based feedback, rather than relying on sep-
arately developed reward models. Moreover, DPO is generally more sample-efficient, as it learns
from a fixed dataset without the need for the computationally expensive sampling process used
in PPO. This makes DPO a popular method for human preference alignment, especially when
developing and applying reward models via reinforcement learning is challenging.

DPO can broadly be viewed as an offline reinforcement learning method, where the training
data is pre-collected and fixed, and there is no exploration. In contrast, online reinforcement learn-
ing methods like PPO, which require exploring new states through interaction with the environ-
ment (using the reward model as a proxy), also have their unique advantages. One of the benefits
of online reinforcement learning is that it allows the agent to continuously adapt to changes in
the environment by learning from real-time feedback. This means that, unlike offline methods,
online methods are not constrained by the static nature of pre-collected data and can discover
new problem-solving strategies. In addition, exploration can help the agent cover a wider range of
state-action pairs, thus improving generalization. This could be an important advantage for LLMs,
as generalization is considered a critical aspect in applying such large models.

4.4.3 Automatic Preference Data Generation

Although learning from human preferences is an effective and popular method for aligning LLMs,
annotating preference data is costly. Using human feedback does not only faces the problem of
limited scalability, but it may also introduce bias because human feedback is inherently subjective.
As aresult, one can turn to Al feedback methods to address these scalability and consistency issues
without the limitations associated with human annotators.

As with data generation for instruction fine-tuning, generating preference data using LLMs is
straightforward. Given a set of inputs, we first use an LLLM to generate pairs of outputs. Then, we
prompt the LLM to label the preference between each pair of outputs, along with its corresponding
input. Below is an example of prompting the LLM to generate a preference label for a pair of
Consumer Service responses.
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Consider a customer service scenario where a customer poses a request. You
will review two responses to this request. Please indicate which response is
preferred. Note that a good response should be courteous, clear, and concise. It
should address the customer’s concern directly, provide helpful information or a
solution, and maintain a positive tone.

Request:

Hello, I noticed that my order hasn’t arrived yet, though it was scheduled to
arrive several days ago. Could you please update me on its status? Thank you!
Response A:

I’m very sorry for the delay and understand how disappointing this can be. We’re
doing our best to sort this out quickly for you.

Response B:

Hey, stuff happens! Your package will get there when it gets there, no need to
stress.

Response A is preferred.

Once we collect such preference labels, we can use them, along with the output pair and input,
to train the reward model. Of course, we can consider demonstrating a few examples or using
advanced prompting techniques, such as CoT, to improve labeling performance. For example, we
can include in the prompt an example showing how and why one of the two responses is preferred
based on a CoT rationale.

In addition to preference labels, we can also obtain the probability associated with each label
[Lee et al., 2023]. A simple method is to extract the probabilities for the label tokens, such as “A”
and “B”, from the probabilities output by the LLM. We can then use the Softmax function or other
normalization techniques to re-normalize these probabilities into a distribution over the labels.
These probabilities of preferred labels can serve as pointwise supervision signals for training the
reward model, as discussed in Section 4.4.1.

For data generation, although it is easy to scale up, it is often necessary to ensure the data is
accurate and diverse. Here, the data quality and diversity issues involve not only the labeling of
preferences but also the inputs and outputs of the model. Therefore, we often need to use a variety
of techniques to obtain large-scale, high-quality data. For example, one can generate diverse
model outputs and annotations by using different LLMs, prompts, in-context demonstrations, and
so on [Cui et al., 2024]. Dubois et al. [2024] report that the variability in pairwise preference data
is important for training LL.Ms from either human or Al feedback.

While learning from Al feedback is highly scalable and generally objective, this method is
more suited to well-defined tasks where objective performance metrics are available. By contrast,
learning from human feedback is more advantageous when aligning Al systems with human val-
ues, preferences, and complex real-world tasks that require understanding of subtle or subjective
context. These methods can be combined to train LLMs that benefit from both human insights
and the scalability of Al feedback.
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4.4.4 Step-by-step Alignment

So far, our discussion of alignment has primarily focused on the use of reward models for evalu-
ating entire input-output sequence pairs. These methods can be easily adapted to scenarios where
the correctness of an output can be examined by checking whether the desired result is included.
For example, in the task of calculating a mathematical expression, a reward model can provide
positive feedback if the answer is correct, and negative feedback if the answer is wrong. How-
ever, in many problems that require complex reasoning, simply examining the correctness of the
final result is insufficient for learning. Imagine a student who is only given the final answer to
a challenging math problem. Knowing whether the final answer is right or wrong does not help
the student figure out where they went wrong and how to calculate the correct answer. A better
approach would be to guide the student with a step-by-step breakdown of the problem-solving
process and encourage understanding of the underlying concepts and logic behind these steps.

In Chapter 3, we studied CoT methods to prompt LLMs to explicitly write out intermediate
steps or the reasoning process needed to reach a conclusion or solve a problem. We saw that
breaking down a problem into smaller parts could make it easier to understand the solution path
and increase the accuracy of the output. These methods can be naturally extended to the alignment
of LLMs, that is, we supervise the model during the intermediate steps of reasoning. Consider a
reasoning task where an LLM produces a sequence of reasoning steps y = {¥1, ..., ¥n. } for the
given input. The result of the reasoning is assumed to be included in the last step y,,,, and can
be easily verified. For this reasoning problem, Uesato et al. [2022] categorize LLM fine-tuning
approaches into two classes:

* Qutcome-based Approaches. Supervision occurs only when the end result is verified. This
is a standard method for learning from human feedback we have discussed in this chapter.
For example, the LLM is optimized to maximize some form of the reward r(x,y).

* Process-based Approaches. Supervision is involved in all intermediate steps in addition to
the last step. To do this, we need to develop a model to give a supervision signal at each
step, and develop loss functions that can make use of such supervision signals.

Figure 4.11 shows two LLM outputs for an example math problem. Although the LLM gives
the correct final answer in both cases, it makes mistakes during the problem-solving process in the
second output. Outcome-based approaches overlook these mistakes and give positive feedback for
the entire solution. By contrast, process-based approaches can take these mistakes into account
and provide additional guidance on the detailed reasoning steps.

An important issue for process-based approaches is that we need to get step-level feedback
during a (potentially) long reasoning path. We can collect or generate reasoning paths correspond-
ing to problems from existing datasets. Human experts then annotate each step in these paths for
correctness. These annotations can be used to directly train LLMS or as rewards in reward mod-
eling. However, in practice, richer annotations are often introduced [Lightman et al., 2024]. In
addition to the correct and incorrect labels, a step can also be labeled as neutral to indicate that
while the step may be technically correct, it might still be problematic within the overall reason-
ing process. Furthermore, to improve the efficiency of data annotation, techniques such as active
learning can be employed. Identifying obvious errors usually does not significantly contribute to
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Question (from The International Junior Math Olympiad):

Jessica has a lot of apps on her phone. The number of apps she has is divisible by 5. If she
downloaded 10 more apps, she would still have less than 50 apps. What is the maximum
original number of apps Jessica could have?

Response 1: Response 2:
y1: 2 must be a multiple of 5, i.e., y1: The number of apps is divisible by 5,
xz = 0 (mod 5). so & must be a multiple of 5.
y2: After downloading 10 apps, the total y2: If she downloads 10 more apps, her
total number of apps should still be less new total will be  + 10, and this must
than 50:  + 10 < 50. Solving this be less than 50. Therefore, x + 10 < 50.
inequality: x < 40. Simplifying this gives x < 40.
¥3: Since  must be a multiple of 5 and ys: x must be less than or equal to
less than 40, the largest value of z is 35. the largest multiple of 5, which is 40.
ya: Verify the result. If z = 35, then after y4: But & + 10 should not be more
downloading 10 apps, Jessica would than or equal to 50. So we need to
have: 35 4+ 10 = 45 which satisfy subtract 5 from 40.
45 < 50. ¥s: Therefore, the final result is 35.
¥s: The maximum original number of T
apps iS & correct
correct

Fig. 4.11: Two LLM responses to a math problem. In response 1, both the final result and all the reasoning steps are
correct. In response 2, the final result is correct, but there are mistakes in the reasoning process (highlighted in red).
For outcome-based approaches, both responses are considered correct. For process-based approaches, the mistakes in
response 2 can be considered in reward modeling.

learning from reasoning mistakes. Instead, annotating steps that the model confidently considers
correct but are actually problematic is often more effective.

Given a set of step-level annotated reasoning paths and corresponding inputs, we can train
a reward model to provide feedback for supervising policy learning. The reward model can be
treated as a classification model, and so its architecture can be a Transformer decoder with a
Softmax layer stacked on top. At step k, the reward model takes both the problem description
(denoted by x) and the reasoning steps generated so far (denoted by y<;) as input and outputs
a probability distribution over the label set {correct,incorrect} or {correct,incorrect,neutral}.
Then the learned reward model is used to evaluate reasoning paths by assessing the correctness of
each step. A simple method to model correctness is to count the number of steps that are classified
as correct, given by

Ns

r(x,y) = Zé(corr@ct,C(x,ySk)) (4.83)
k=1

where C'(x, ¥ <) denotes the label with the maximum probability. We can also use log-probabilities
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of classification to define the reward of the entire path

r(x,y) = Z log Pr(correct|x,y <) (4.84)
k=1

where Pr(correct|x,y<j) denotes the probability of the correct label generated by the reward
model. The reward score r(x,y) can then be used to train the policy in RLHF as usual.

While we restrict our discussion to math problems, the approaches described here are general
and can be applied to a wide variety of tasks that involve multi-step reasoning and decision-
making. Moreover, we can consider various aspects when assessing the quality of a step, rather
than just its correctness. For example, in dialogue systems, responses must not only be accurate
but also contextually appropriate across multiple turns of conversation. If a model provides a
correct response but fails to maintain coherence in the context of the ongoing dialogue, step-
level feedback could help the model identify and correct such discrepancies. Also note that the
process-based approaches are related to the fine-grained reward modeling approaches discussed
in Section 4.4.1.3. All these approaches essentially aim to provide more detailed supervision to
LLMs by breaking their outputs into smaller, more manageable steps. However, process-based
feedback focuses more on evaluating the correctness of a step based on its preceding steps, while
the approaches in Section 4.4.1.3 emphasize evaluating each step independently.

The idea of aligning LLMs step by step has great application potential, especially considering
the recent shift towards more complex reasoning tasks in the use of LLMs. For example, both
the GPT-ol and GPT-03 models are designed with more advanced reasoning techniques (such
as long internal CoT) to solve challenging problems like scientific and mathematical reasoning
[OpenAl, 2024]. These tasks often rely on long and complex reasoning paths, and therefore, it
seems essential to introduce detailed supervision signals in the reasoning process. Moreover, from
a practical perspective, effective supervision on long reasoning paths not only improves reasoning
performance, but it also helps the model eliminate redundant or unnecessary reasoning steps,
thereby reducing reasoning complexity and improving efficiency.

4.4.5 Inference-time Alignment

In this section we explored a variety of methods to align models with human preferences and an-
notations. However, one of the significant limitations of many such methods is that LLMs must
be fine-tuned. For RLHF and its variants, training LLMs with reward models can be computa-
tionally expensive and unstable, leading to increased complexity and costs when applying these
approaches. In this case, we can consider aligning models at inference time, thus avoiding the
additional complexity and effort involved.

One simple way to achieve inference-time alignment is to use the reward model to select
the best one from NV alternative outputs generated by the LLM, a method known as Best-of-V
sampling (BoN sampling). We can consider BoN sampling as a form of reranking. In fact,
reranking methods have been widely used in NLP tasks, such as machine translation, for a long
time. They are typically applied in situations where training complex models is costly. In such
cases, directly reranking the outputs allows for the incorporation of these complex models at a
very low cost®.

8Reranking methods can also help us explore what are known as model errors and search errors, although these
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In the BoN sampling process, the LLM takes the input sequence x and generates N different
output sequences {J1, ..., yn }:

{y1,..,y~n} = argTopN [Pr(y|x)] (4.85)
y

where the argTopN operation returns the top-N outputs that maximize the function Pr(y|x).
These outputs can be generated in a variety of ways, depending on the search algorithm used by
the model (e.g., sampling or beam search). Once the N-best output candidates are generated, the
reward model is used to evaluate and select the best one:

ybest = max{r(x, yl)a ceey T(Xa yN)} (486)

It is worth noting that the result of BoN sampling is also influenced by the diversity of the
N-best list. This is a common issue with most reranking methods. Typically, we wish the /N-best
output candidates to have relatively high quality but be sufficiently different from each other. In
many text generation systems, the N-best outputs are very similar, often differing by just one
or two words. The diversity issue is even more challenging in LLMs, as the N-best outputs
generated by an LLM can be different in their wordings, yet their semantic meanings are often
quite similar. In practice, one can adjust the model hyperparameters and/or adopt different LLMs
to generate more diverse output candidates for reranking. Nevertheless, as with many practical
systems, we need to make a trade-off between selecting high-quality candidates and ensuring
sufficient variation in the generated outputs.

BoN sampling can be used for training LLMs as well. A closely related method is rejection
sampling. In this method, we first select the “best” outputs from the N-best lists via the reward
model, and then take these selected outputs to fine-tune the LLM. In this way, we can introduce
human preferences into the training of LLMs via a much simpler approach compared to RLHF.
Many LLMs have adopted rejection sampling for fine-tuning [Nakano et al., 2021; Touvron et al.,
2023b].

4.5 Summary

In this chapter, we have explored a range of techniques for aligning LLMs. In particular, we
have discussed fine-tuning methods that enable LLMs to follow instructions and align them with
human preferences. One of the benefits of fine-tuning LLMs is computation efficiency. Unlike
pre-training based on large-scale neural network optimization, fine-tuning is a post-training step
and so is less computationally expensive. Moreover, it is better suited to address problems that are
not easily solved in pre-training, such as human value alignment. The widespread attention to the
alignment issue has also led to a surge of research papers on this topic, which has posed challenges
in writing this chapter, as it is difficult to cover all the latest techniques. However, we have tried
to provide a relatively detailed introduction to the fundamental approaches to alignment, such as

issues are not often discussed in the context of LLMs. For example, suppose we have an old model and a new, more
powerful model. We can use the new model to select the best output from the /N-best list of the old model as the oracle
output. The performance difference between the oracle output and the top-1 output of the original N-best list reflects
the performance gain brought by the new model. If the performance gain is significant, we can say that the old model
has more model errors. If the gain is small, it may indicate that the issue lies in search errors, as the best candidates
were not found.
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instruction fine-tuning and RLHF.

While we have focused on LLM alignment techniques in this chapter, the term Al alignment
is a wide-ranging concept. It generally refers to the process of ensuring that the behavior of an Al
system aligns with human values, goals, and expectations. The idea of Al alignment can be traced
back to the early days of Al. A widely cited description of Al alignment comes from an article by
the mathematician and computer scientist Norbert Wiener [Wiener, 1960]. The quote is as follows

If we use, to achieve our purposes, a mechanical agency with whose operation
we cannot efficiently interfere ... we had better be quite sure that the purpose
put into the machine is the purpose which we really desire.

At that time, Al alignment was a distant concern for researchers. But today, it greatly influ-
ences the design of various Al systems. For example, in robotics, alignment is critical to ensur-
ing that autonomous robots safely interact with humans and their environments. In autonomous
driving, cars must not only follow traffic laws but also make complex, real-time decisions that
prioritize human safety, avoid accidents, and navigate ethical dilemmas.

In current Al research, alignment is usually achieved by developing a surrogate objective that
is analogous to the real goal and steering the Al system towards this objective. However, designing
the objective of Al alignment is very difficult. One reason is that human values are diverse and
often context-dependent, making it difficult to distill them into a single, universally applicable
objective function. Also, the complexity of real-world environments, where values and goals often
conflict or evolve over time, further complicates alignment efforts. Even if we could define an
appropriate objective, Al systems may find unintended ways to achieve it, leading to “misaligned”
outcomes that still technically satisfy the objective but in a harmful or counterproductive way.

These challenges have motivated and are motivating Al research towards more aligned sys-
tems, either through developing new mechanisms for perceiving the world or more efficient and
generalizable methods to adapt these systems to given tasks. More importantly, as Al systems
become more powerful and intelligent, especially given that recent advances in LLLMs have shown
remarkable capabilities in dealing with many challenging problems, the need for Al alignment
has become more urgent. Researchers have started to be concerned with Al safety and warn the
community that they need to develop and release Al systems with great caution to prevent these
systems from being misaligned [Russell, 2019; Bengio et al., 2024].
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